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The purpose of this study and investigation is concerned with the night-time
space surveillance problem of separating orbiting objects in a celestial environment
and the capability of orbital prediction when using ground based passive equipments.

The investigation covered:

a. The factors effecting detection and trades essential in the utilization
of a candidate system. Since the conditions of the celestial background
and targets cannot be controlled they must be established and trade-
offs made between (1) Lens diameter, (2) Field of view, and (3) Image
time fur obtaining the required capability.

b. Separation techniques and combinations (Hybrid Systems) of which
best applies to the threat present for solution (height, brightness,
velocity of targets, etc.). The evaluatioii of these techniques is based
on the ability to cancel stars (background) for the range of intensities
involved and the retention of the targets versus its complexity.

c. Orbital prediction capability from angle only data.

d. The factors effecting false alarm rate, and detection probability.

e. Some limited measurements of various separation factors.

f. The detection of a target versus orbit height.

The results of this investigation are of great value to the Air Force in the field
of passive optical processing. The complete problep of spate surveillance has
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parameters vital for passive detection. These results are essential in the utiliza-
tion of a system capable of performing the passive night-time space surveillance
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INTRODUCTION

The principle purpose of this study and investigation is concerned with the
nighttime space surveillance problem of separating orbiting objects in a celestial
environment and the capability of Orbital Prediction when using ground based (ea
passive equipments. The content of the celestial environment, the equipment
parameters, detection theory, separation techniques, and system trades applic,!
are emphasized. Information is included to illustrate the effects of some of the
factors when considering other problem areas (discrimination and identification,
high resolution and/or precision position information, etc.).

This report is written in several sections corresponding to the contract sAL '

items,. The theme of each section is noted below.

SECTION THEME

I. Problem Analysis and Techniques Discussions.

II. Equipment Parameters and: Trades.

Ill. Measurements and Evaluation (Part H).

, IV. System Analysis and Trades.

V. Overall Orbit Predictiop.tapability (from angle only data).

* VI. Overall Conclusions (Part II).

Section I includes discussions of problem areas and brief descriptions of the
techniques applicable to space surveillance system tasks. Section II includes
equipment aspects, detection theory, operational theory and linearity and registr
problems, etc. Section IV includes aefew approaches to system aspects of the
separation problems for baseline separation and single station catalog separation
Section V discusses the Orbit Prediction problem. Since no actual system requir
ments were specified, the report material is presentedin a modified handbook
format together with several postulated system configurations, to illustrate appli
cation of its content to this and other electro-optical requirements. Part II of thi
report will present general conclusions and recommendations in addition to perfo
mance measurement and evaluation criterion. A glossary of terms and definitlor
Is included in Part I following the text material.



SECTION I. PROBLEM ANALYSIS AND TECHNIQUES INVESTIGATION

A. GENERAL PROBLEM DISCUSSION AND BOUNDARIES

The separation, discrimination, and identification ot a specific object in an
environment with other objects in a night sky background is an extensiv, field The
Electro-Optical Space Surveillance Task is concerned with detection and separation
of the objects from the night environment by passive means; that is utilizing reflec-
ted celestial illumination, primarily the sun. The altitude of objects cietecZ.AK may
be quite large depending on I ication and the amount of the reflected Rthmination and
therefore angular rates may vary from 2 or 30 per sec, to sidereal rate and even
retrograde, with inclinations, from polar to equatorial.

Since low altitude objects (orbiting satellites and ballistic trajectory targets
less than 2000 miles above earth surface) are illuminated only a few hours of the
day, they are assumed to be under 24 hr. surveillance by the active radar network.
They are not considered targets for the electro-optical system surveillance task but
are of concern since they will be detected and would otherwise cause falsealarms.
In fact, their appearance rates may account for 80 to 98% of the alarms until theii-
orbits are established.

In this report we will touch primarily on techniques where separation is detected
using one or more specific object or target characteristic. Discrimination and ideri-
tification may also be obtained thru uae of electro-opticil techniques and systems but
they are not specifically reported here. The separation techniques applicable fall
into one or more of the following four categories, namely:

1. Object or Target Signature

a. Spectral Identification

b. Scintillation, tumbling, etc.

c. Variation of Illumination during orbit

2. Catalogue

3. Location of Object
a. Depth of Focus

b. Rate Maneuver

c. Celestial Displacement

4. Motion of the Object to Background

a. Monocular Systems (time displaced change with respect to background)

b. Binocular Systems (position displaced simultaneous; 3D displacement
with respect to background)

I-1



1. OBJECT OR TARGET SIGNATURE

Object detection and separation by signature also involves discrimination and
identification by virtue of specific spectral response, scintillation-tumbling, or
variation oi illumination, etc., in that it also distinguishes it from Gthers as well
as the background. Foir spectral identification, the alternate use of band filters to
measure response at specific spectrum bands is the principle technique. Various
photocathode surface responses can be used to extend capability of the method S-10,
S-16, S-20, S-1, and middle and far infrared tubes and/or detectors with band fil-
ters can also be used, however, energy differences are small (therefore, little use
is considered) except for re-entry.

For scintillation-tumbling, etc., the variation of returrned and collected energy
is analyzed to resolve identifying characteristics and so classify the objects or tar-
gets involved.

For a vehicle which moves with respect to observer, the amount of illuminatiorn
and thus reflected energy reaching observer changes according to its motion. The
illumination and phase of illumination are involved in setting the object brightness
and are representative of its motion. The reflected and collected energy by the
detection system additionally varies with the vehicle motion and the phase (angle
position) with respect to the detector. Thus, the extent and rates of change of re-
turned energy will define an object from others and its background. This change is
difficult to measure with sufficient precision (it is also affected heavily by atmos-
pheric conditions, see Section I-C) in practice and hence has little favor as a single
technique. However, a discussion on the general subject is hardly complete without
this much written.

2. CATALOGUE

A fundamental method of recognizing a new target or object is simply to count
and keep trick of every object and celestial'body, etc. Except when classifying only
larger close-by objects (which can be practical because of small numbers), the num-
bers get fantastic toay the least. Total stars to 6th magn'tude number approxi-
mately -Z egrei 2 but total stars to 16th magnitude number approximately
2500 per dcgree-. Thus, until real micro-storage catalogue capacities at fantastic
access speeds are available, this technique will not be considered practical using
computer techniques, It is on the other hand 4uite practical to use a film or picture
of the field of view and then reference it for a catalogue to find new targets by
(1) using the film to cancel existing stellar objects before being registered on the
sensor or (2) by scanning the picture and video comparing it to the electronically
scanned sensor present view.

3. LOCATION OF OBJECT

An object can be "depth" separated from a background of other objects by
measuring the focus plane change between object and infinity even though there is
no relative motion during the measuring period. Here we are using the basic prin-
ciples of lens object and image distances as a function of focal length: - the focal
length does not have to be exceptionally long either. For instance, at 1500 inch
focal length there Is an easily recognized change of focus plane for the moon (at
240,000 miles) and the stars (at infinity).

1-2



Practical ranging systems based on this principle have been built and proven
by the GE Company's Advanced Electronics Laboratory at Ithaca (using point de-
tectors).

An object with little or no relative motion during the processing time period
involved can also be "depth," separated by use of maneuvers, of the observer or ob-
serving station. The maneuver has to Le scheduled accurately or known accurately
for the processing system to distinguish the object with respect to others and/or
the background of objects. The maneuver can be aircraft maneuvers, space vehicle
maneuvers in case of an air or space borne detection system, in addition to pro-
gram ed maneuvers if a ground based system is used. The simplest form of a
ground-based maneuver sybtem is a fixed earth position system; the earth's rotation
providing the maneuver. In this case, the constant earth rotation of the observer
produces a displacement that generates a parallax change of the air or space borne
object to background. When at or near the equator the displacement due to rotation
rate i,.3 greatest, but above 700 latitude the relative displacement decreases rapidly
and, ol course, is zero at 900 (earth's pole) even though the earth's rotation rate is
unchanged. This method is particularly appropriate for space probe vehicles travel-
ing in celestial space and is one of the simplest to implement in practice. It is de-
scribed here by an example:

STAR'
BACKGROUND

EARTrH'S -:
ROTATION

vtDc L . .. .............. .

GENERALLY USEABLE
o 50000 TO, 5,000,000
MIN$S

Figure I-1. Parallax Angle of an Object as Changed by Earth's Rotation

Referring to Figure I-1, as our position on earth moves from A to B with earth's
rotation, the parallax angle of an object (generally appropriate for 50,000 to 500,000
miles) changes. For one hour, the lateral vector varies from approximately 500
miles to 1000 miles (B-C area) back to 500 miles. Using 600 miles/hour as a mean,
this is 10 miles/minute of time. Since 1'ec'of arc is 1. 1 miles at moon distance;
then 10 miles will be 9 "se•'c of arc change In mrin of time at 240,000 miles.

1-3



Using a 16" F/15 telescope at cassegrain focus (24011 focal length) the field of
view is approx. 20"mf'n or 20 X 60 sei'/600 lines = 2 "secs/resolution element.

Since the minimum occupation of a faint target is 2 or 3 resolution elements and
a space is desired between successive exposures of a double or triple exposed photo-
graph, a minimum of 6 elements must be traversed. 6 X 2' sc"= 12 1-•'.

Thus a minimum of 129e•'/9• 's/min. of time or 1-1/3 mins. F time between
exposures.

Allowing some error for the telescope clock track error (R. A. ) (though this
usually proves to be almost negligible) and some error due to vibration and system
instability, exposures taken approximately 2 to 3 mins. of time apart will permit
detection and discrimination of a space probe (at lunar distance) from stars, planets,
asteroids. This spacing will also eliminate fast moving objects (satellites or air-
planes) which will traverse beyond the near vicinity in any min. of time as well as
be in a different direction to earth axis rotation.

4. MOTION OF OBJECT TO BACKGROUND

When the motion of object is at or near stellar rates (celestial background) the
method described in the previous paragraphs is best suited, however, as the motiol,
difference to stellar background increases, several other techniques will give us
motion detection in shorter times. The simplest of all is motion defined "looks"
when the exposure is long enough to produce blurring; a stretching in the motion
direction and/or trailing effects from the moving target. Figure 1-2 illustrates this
in case of a photograph of the monitor during a pass of the Midas satellite. Here the
signal on the monitor was not blurred, but by -taking a long exposure of the monitor
the film record readily distinguishes the moving object.

The more sophisticated techniques for moving target identification (M T I) fall
into two basic categories:

a. Monocular systems, where detection of a change in position with respect to
background pattern is dependent on a time interval between two or more
separated looks, and requires image storage.

b. Binocular or stcreo systems, where detection of position difierence with
respect to backgroind pattern Is dependent on time synchronized "looks"
from two or more equipments separated by a reasonable baseline (3D).

The binocular or stereo is sometimes described as a simultaneous 3D MTI
system, though it should be noted that processing time is still involved and
thus does not necessarily have any distinct advantage over the si mpler and
less expensive monocular systems.

To adapt monocular or binocular systems for successful spatial separation
between object and background, positive position separation is required,
either through time or baseline separation, for passive systems. The ex-
tent of separation neededý to obtain a given false alarm or detectiori proba-
bility depends on:

1) Tolerances and btability of all components and equipments in the sys-
tem link.
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Figure 1-2. Midas Satellite, 9IWLP, 10" P. S. T. , 1/1, f,2, From Cazenovia
Test Site Near Syracuse. w19 i~ne Scan; TT&II 5" f/4 Remote
Control Zoom Lens Siet f~or Approxim~ately 12" local Length;
Approximate Mount Angles (Az 2710, El 680), 1/21 see 1/4. 7Polaroid Film Exposurv of Monitor
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2) Relative target velocities and the stability, a4d motion of objects in
the background (planets, asteroids, comets and meteors) as read
through the "seeing" condifions of the local atmosphere or atmospheres.

Range measurements in a single sensor system can be obtained by measuring
target look angle versus time (assuming the target is orbiting the earth).

A multiple station (stereo), system can be used just for separation (star cancel-
lation), with the only available information being target look angle versus time.
However, if the target is present in both fields of view, the additional information
of relative target angle between the two stations can be used to find range directly
from one time image by triangulation.

n. Mono~ular Systems

In case of monocular systems two fundamental approaches are generally
considered:

The first involves making a film catalog (exposed negative) of the sky at the
same scale as the electro-optical system by using same optics. After developing
the negative it is programmed in front of the sensing device and serves to cancel the
background of stars catalogued. Any object that has moved significantly from the
time of exposure or was not a the location of a previous image, will not be cancefl '

and thus is detected.

°Due to celestial changes from day to day, week to week including proper
motions of stars (the stars move too if considered over longer periods of time), new
negatives will be needed. All moving celestial bodies, comets, planets, asteroids,
etc., will show as moving targets depending on up-dating of negatives and, of course,
meteors and new satellites will continually need to be accounted for to reduce the
possibilities of panic. Because of the actual large reduction of processiaig capacity

c Vpoasible in the approach over one not including cancellation of "fixed" objects and
stars, studies of potentials and limitations of the methods were initiated some time
ep on a 0I1-funded program and pertinent phases have been implemented to evaluate
the method by actual experiments. To date some successes have been achieved in
addition to uncovering new problems with this technique. The light loss due () film
trammission and the e.4ra relay lens needed reduce systems performance; prelimi-
nary data Indicates thWs may be 2 or 3 star magnitudes. The film loss itself can be
redmoed or nearly eliminated by special negatives and development procedures.

The second approach registers-all objects and celestial objects and trans-
fers the entire field of view at a particular instant to a storage media (storage tube.
delay lime, drum, film. etc., tape, could be used but B W capacity might limit in
ease o a hlgh performance system). A few seconds (for faster moving objects) or
a few mintes (for slower moving objects) later. a second view of the same field of
celestial sky is compared with the earlier stored picture and the non-cancelled ob-
Jects displayed and information fed on for processing. This is thus a temporary
cataloguing system using a delay Interval suited to the relative motion of object and
observer.

A complete operating MTI delay interval Electro-optical system using a
storage tube and comparison logic hqs been built and tested on a GE-funded program.
It has proven quite satisfactory and is being used to determine component tolerances
and stability requirement needed for a production prototype. This MTI system has

I-6



pointed up some shortcomings, some of which can be completely or nearly completely
corrected by design changes.

A variation of the above approach uses two similar (matched) image orthi-
con cameras using the same optics through a bek m splitter or optical switch so that
one I. 0. is exposed but not reado-it until (t) seconds later when the second I. 0. is
exposed and both are readout simultaneously and the videos compared.

Further details and variations of the two 1. 0. systems are covered in

Section I-E & F.

b. Binocular System

A brief study of separation (baseline) distances needed for various altitude
satellites and the probable equipment tolerance needed for adequate recognition is
reported in Section IV, One of the bigger factors is the atmospheric stability, as
exemplified by the photographs in Figure 1-3.

Unless some of the system and equipment tolerances can be reduced, the
practicality and advantages of a binocular system over a monocular system will not
necessarily be achieved.

Several attempts to take simultaneous stereo photographs of tae ECHO
satellite from Syracuse and Schenectady encountered weather problems. Since the
sites involved were roughly 95 miles apart and the satellite only 1000 miles high,
we hoped to get pictures looking over each other's shoulders to effectively reduce
the differential pointing angle. Due to the broken cloud weather at both locations,
only a few simultaneous frames were obtained and these with the sate"."> ;..-arly
overhead. Consequently, entirely separate star backgrounds were photographed.
Lack of targf,.s in the 30,000 to 300,000 mile range will make observational work
difficult for'simultaneous 3D experiments on' targets at these ranges. This is the
most likely range' for practical use of separated sites, whereas time-lapse single
station 3D requires only a few seconds separation for ranges below 30,000 miles;
this is of course less stringent on equipment requirements.

The ir'safer of Information between baseline aeparatudA sites does not ap-
pear to be too difficult. The complete image is required for stereo separation.
With modern TV microwave links the full or nearly full bandwidth information can
be sent quite ecoaomically where security will not restrict its use.

Problems in the film cancellation method (monocular or binocular) include
refraction errors, extent of cancellation needed (density), optical system linearities,
alignment, electronic stability, motion and changes in motlon needed for orbit pre-
diction, target spreading, storage media versus sensor equipment linearities and
registration stability, etc., in addition to the ever present data output format.

Combinations of binocular and monocular systems can provide many features
of both and increase performance limits for certain applications. Here, however,
careful analysis of application requirements and equipment tolerances must be made
carefully to delineate the specific conditions for improved performance. otherwise,
the expenses of the more complicated system may not be justified. See Section
I-E & F,
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Figure I-3A. Stereo Photos Showing Several Star Levels

:j//
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~\

Figure 1-3B. Suggested Method of Viewing Stere', Photos
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B. THE CELESTIAL ENVIRONMENT

In aero-sc'ace surveiljance tasks the celestial environment is the background
(content and variations) againstfwhich the target or object is to be detected, *separa-
ted, corn• iried and/or tracked and in some cases resolved. It, in most cases, fur-
nishes the illumination of the object (usually the sun), see Section I-D, and the
isolation provided 'y the shadow of the earth and celestial position.

The electro-optical equipment performance for detection and separation of an
object will be limited by the background, primarily equipment noise and sky bright-
ness. We are concerned with both day and night conditions when observing from
earth mounted stations, but since this study is concerned only with nighttime opera-
tion we will limit reporting accordingly. From earth orbiting or space stations ni kt
other factors must be considered but this is likewise beyond the scope of this study
and report.

Since much of the published work akin to the celestisl environment is in astro-
nomical and/or photometric literature, special note is included here on basic def'-
tieas and conversion tables before continuing with the detail discusoions of the ,eie'ý
tial environment.

1. ASTRONOMICAL AND PHOTOMETRIC TERMS, LIGHT SOURCES, AND VISION
FACTORS

a. Astronomical Terms

1) Stellar Magnitude (difference) Am.

Most astronomical data and calculations are based on use of stellar maga.-
tudes differences. These are slmllat to the decibel scale (db) commonly used by the
engineer. To the engineer the stellar magnitude difference Am = (my - mx) =
2.5 log Lx/LV. L. and ly are the reepective intensities of two sources being compared.
In another fbrm Ix/ly-= 100. 4m. Thus. th"tellar magnitude scale is seen to be a
compressed db scale. 7b the a,*tro&, erlis equation is used in the form (5 4"V"")m
= Ix/ly. Thus, the stellar magnitude dilfference Am is the exponent of the 5 'Tb-
needed to equal the ratio of two intensity awroes with positive increasing values
Indicating fainter sources.

Stellar Magnitude lntonsity Decibel
Difference (Am) Ratio IyJ Scale (db)

I.0 ?. 512 2-1/2 ratio 4

2.0 1 . 31 6-1/3 ratio 8

3.0 = 15.85 16 ratio 12

4.0 = 39.81 • 40 ratio 16

5.0 = 100 = 100 ratio 20

The symbol for stellar magnitude difference = m. The subscript v is added
to designate visual magnitude (my), the subscript p designates photographic¢. To
simplify conversion of Intensity Ratio to Stellar Magnitude differences and vice versa,
refer to Figures 1-4 through 1-7.
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Magnitude measurements are made by visual observation, photographic
measurement, and photometric meagurement; ,,v refers to magnitude measured

visually, wavelength peaked at 55,0A; mp reters to magnitude measured photo-
graphically; mpg are peaked in the blue region (4500 - 4700A); while mpv are peaked
in the visual region but measured photographicaily. Photometric magnitudes are
measured in any of 6 or more wavelength peaks, depending on the photometer.

2) Stellar Magnitude, apparent (h) m

In addition to stellar magnitude differences, the specific brightness value
of a particular object can be measured in terms of the stellar magnitude scale (as
5th magnitude star = 5mpv or mpv = 5). This, is simply the numerical magnitude
difference referenced to a zero magnitude source. To provide for the variatiun of
brightness with distance, the designation of apparent or absolute is added. Thus,
the apparent stellar magnitude (x) m is the measure of the brightness as observed
in terms of the value of m, = 2. 5 log (Io/Ix) with respect to a zero stellar magnitude
source, i. e., (mre - mo); positive increasing numbers indicate decreasing brightnes,.

3) Stellar Magnitude, absolute (h) M

The absolute stellar magnitude (h) M is the apparent stellar magnitude (in)
of a given star referenced to a standard distance ý'7f 10 parsecs (pc). A parsec is
3. 0857 x 1018 cm or 3. 262 light years or 206,265 Astronomical Units (an AU being
the mean earth to sun distance).

The value of brightness or stellar magnitude may be ir terms of photovisual
spectrum response (mpv), Photographic (mpg) which is astronomical film Type 103
a- 0 response, bolometric (mbol) which is the black body spectrum response curve,
infrared (mir), etc.

The specific 'alue of brightness of an object or source of zero magnitude
visual spectrum (Omv) is defined as a source of brightness equal to 2. 43 X 10-10
lumen/cm 2 . If we use a visual pass band filter in front of a photon counter we would
collect 106 photons per square cm of receiving aperture per second of time from a
Omv source. Thus, Omv = 106 photons/cm2 /sec and 15 mv = ! pioton/cm 2 /sec with
the subscript used according to the photon collecting element and filter response
band used (visual, photographic, bolometric, etc.).

Star brightness values are often referenced as measured "outside" the
earth's atmosphere or "inside" the atmosphere. The difference is the absorption of
the atmosphere ior the spectral response of sensor used and, of course, the black
body source temperature. The values vary from author to author as well as including
sensor response, and average around 85% transmission for the visual spectrum (see
Section I-C for more detailed values for other responses). An apparent visual mag-
nitude of Omv is the same whether looked at on the earth or above earth's atmosphere
but the irradiance does change, thus Omv = 106 photons/ cm 2 / sec above atmosphere
but is only 85 percent as bright (. 85 x 106 photons/cm2 /sec at earth's surface looking
straight up).

Unless otherwise noted: (1) the stellar magnitude values are generally as-
sumed to be apparent stellar magnitudes, (2) the word magnitude refers to stellar
magnitude unless otherwise noted, (3) the abbreviation sec. or min. is used for
second(s) or minute(s) of time whereas ,'ec. or m-m. is used for second(s) or min-
ute(s) of arc or angle.
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b. Photometric Terms

Luminous Flux (F) is proportional to the rate of flow of radiant energy and
to a luminosity factor which depends on the spectral distribution of that energy, and
is thus determined by the response of the human eye. The luminosity factor for radia-
tion of a particular wavelength is the ratio of the luminous flux to the radiant power
producing it. The unit of luminous flLV is the lumen (Im) or the luminous friux emitted
by one international candl- through one steradian. Thus a 1 candle power source
gives off 47, lumens of flux, or one lumen on a one foot square areaoat one foot radius
from the source. One lumnen of maximum visibility radiation (5550A) = 1.47 x 10-3
watts.

Luminous Intensity (I) or candlepower of a point source of light is the solid-
angular density of the luminous flux emitted in the direction considered: it is the flux
per steradian in that direction, I = dF/dw. The unit is the new candle (cd) or candela
or the lumens per steradian.

International Candle has been the standard of luminous intensity for light
sources (especially incandescent lamps) a id the conventional unit (candle). One inter-
national candle = 1. 019 cd (candela or new candle). One Hefner candle = . 90s cd.

Note: In the past the lumen was defined in terms of the flux from a candle.
The present day standard is a brightness or luminence of a black body at freezing
temperature of platinum (2042 0 K) with a standard value of 600,000 new candles/meter 2 .

Luminance (B) of an element of a luminous surface, from a given position,
is the luminous intensity per unit area of the sarface projected on a plane perpendi-
cular to the line of sight, and including only a surface of dimensions small in com-
parison with the distance from the observer, B = dI/dA cos 0; 0 = angle between plane
and line of sight. The conventional units are the candle/cm 2 (or stilb), candle/in 2 ,
candle/ft 2 .

The luminance of any surface, in a specified direction, can also be expressed
in 1terms of the lumens per unit area from a perfectly diffusing surface of equal
brightness. Brightness expressed in the Lambert System is obtained by multiplying
by IT; B = ITdl/dA cos 0. Thus, units are now Lambert's (1/1T candles/cm2 ) and
Foot-Lambert's (1/Ir candles/ft 2 ).

Lambert's law surface Ale = Aln cos 0 candle/cm 2 , so B =AI/AA = a con-
stant, independent of 9.

Brightness Units and Conversion Factors:

Stilb (sb) c/in2  c/ft2  Lamberts Millilambert Foot-Lambert
(c/cm2 ) _(L) _ __ (mll (ft-L)

1.0 6.45 929.0 3.142 3142.0 2919.0
0.155 1.0 144.0 0.48695 487,0 452.0
0.00108 0.00694 1.0 0.0034 3.381 3.142

3183.0 2.054 295.7 1.0 1000.0 929.0
0.00032 0.00205 0.2957 0.001 1.0 0.929
0.0003426 0.00221 0.3183 0.001076 1.0764 1.0

1 0mv star per sq. degree outside atmosphere = 0. 82 x 10-6 sb; 1 Omv star per sq.
degree inside clear unit air mass = 0. 68 x 10-6 sb (star at zenith)
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Illumination of a surface ,l(luminance) (E) is the luminous fluxdensltv ove
the surface or the flux per unit area of intercepting area E = dF/dA. The practica]
units of illumination are the lumen/ft 2 (foot candle), lumen/cm 2 (phot) and lumen/r
(lux)' (meter candle).

Illuminance produced by a point; E = I cos O/r 2 , where r = distance; 0
angle between normal to surface and direction of source.

Illuminance produced by an extended source of brightness B (such as sun,
moon); E = BA/a 2 + b2 , where A = area of disc; a = radius of disc; b = distance of
disc.

Illumination Units and Conversion Factors:

Lux (Ix) Phot (ph) Footcandles gt-c)
(meter-candle. (lumens/cm2 ) Milliphot _lumen/ft-)

I 3 0.0001 0.1 0.0929
10000.0 1.0 1000.0 929.0

10.0 0.001 1.0 0.929
10.764 0.0010764 1.076 1.0

Quantity of light or luminous energy (Q) is the integration of the lumino.-"s
flux (F) per time period or unit of time; Q = J F dt, The unit is the lumerg (cgs),
Talbot (inks), or lumen-seconds or lumen-hours. Where small quantities of light
are involved the units are expressed in photons for the area units involved as
photons/cm 2 . One star (mv = 0) = 106 photons/cm 2 of lens aperture, for every
second of image time,

The relationship of Illumination (I) incident on a surface and Surface Brighl
ness (or luminance) (B) Is dependent on the reflectivity factors of the surface or
object areas Involved and the background surface. A surface having one lumen/cm2

of Illumination and 100% reflectivity, has an apparent brightness, of one lambert
(radiating over a hemisphere).

Thus Scene Brightness (B) or luminance equals Scene Illumination (E) time,
the scene Reflectance (R), I.e., B = ER. The ratio of the reflectivity factars
throughout the scene (objects to background of scene) is defined as the contrast ratio
and thus sets the ability to distinguish or resolve features of the surface or object.
The higher the Illumination source and the greater the contrast ratios involved, the
better the resolution capability (sharper) to distinguish features. By geometric
optics the photocathode illumination E, in foot candles, is related to the scene
brightness B, in canales/ft2 , and for object distance large with respect to focal
length, E = ITB/4 (f2 ) where f is the f/number of the optic system. (If B is In foot
lamberts, eliminate the 1t.)

c. Light Sources

1) The San

Mean brightness of sun's disk outside atmosphere 2. 08 X 105 stilbs =
6.53 X 10,5 lambert..
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Apparent brightness 1.4 to 1.6 x 10 5 stlbs (c/cm2 ) = 1.3 to 1. 486 x 108

candles/ft
2

Candle power of sun = 3.17 X 1027 c0

Light flux outside earth atm~osphere at mean solar dist. E = 14. 14 phot

Solar Luminosity 3. 86 X 1026 watts

Solar radiation emittance at surface F = 6. 35 X 1010 erg cm- 2 sec- 1

Solar magnitude, (apparent) mpg = -26.41, (absolute) Mpg= 5.16

mpv = -26.86 Mpv 4.71

mbol= -26. 95 1bol = 4.62

color index = Mpg - Mpv = mpg - mpv = 0.45

Spectral type G-2 = dwarf star with 6000 0 K (10,000OF surface tempera-
ture) (internal temperatures15 milliono K)

Total solar radiation:

solar constant (flux of total radiation received outside of earth's atmos-
phere per unit area at mean sun-earth distance)

1.97 (cal/cm2 )/min = 1. 374 x 106 (erg/cm2 )/sec

mean radiation intensity of sun's disk (F) ý 2. 02 x 1010 erg/,m 2/sec/
sterad.

Size (mean) 30 mins.

2) The Moon

Apparent brightness ?. 54 X 10-1 stilbs = 2. 36 X 102 candles/ft 2

Lunar Magnitude full moon -12. 2m1

quarter moon -11.4m P9

earth illuminated -2. Ompg

size (mean) 30 mlns.

Moonlight (clear night) brightness = 1.61 X 10-! stilbs = 1.5 X 10-4
candles/ft2

Moon Aureole brightness (see also Fi-gure 1-12 A and 12B) up to
2' x 10-5 stilbs

Normal sky brightness (total sky average) (see also Figure 1-9)
5 X 10- stilbs (Allen)

d. Human Vision Factors

The human eye, plus the associated portion of the brain, provides the
means for seeing.

Human vision and interpretation affect electro-optical equipment and/or
system performance when eye viewing monitors or using vision as a comparison
or evaluation measure. The spectral response of the human eye is basic to the
definitions of many photometric terms (Section 1-1-b).
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In addition to its ability to accommodate a large variation in brightness, the
pupil size of the human eye can be adjusted from about 8mm opening to 2 mm there-
by further extending its range. For daytime or cone vision its range varies from
10+3 (max scene brightness readily accommodated) to 10-3 ft lamberts.

In addition, if allowed to adapt itself to dark scenes, low ambient light
levels; visual purple regenerates in about 1/2 hour, and the detection 'imit is ex-
tended by a factor of about 1000 to 10- 6 ft lamberts for rod or night vision. In ad-
dition to increased sensitivity, there is also a shift toward blue of the spectral re--
sponse of the "dark adapted" eye. See Figure 1-8. (1)

Response Curves of Human Eye, Normal and Low Light Level (Dark
Adapted)

'355.0 o.55..
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Figure M-A: Relative Lunu- Figure I-8: Relative Lu-
osity C-arve for the Standard minosity Curves Under
Observer; Scale at Left, Rel- Conditions of (a) subdued
ative Luminosity; Scale at lighting (dark adapted) (b)
Right, Luminous Efficiency good lighting (daytime

vision)

Figure 1-8. Eye Response Curves

The "grey level" of any portion of the field of view of the eye is set by the
scene brightness in that area. The eye measures grey scale or variations of bright-
ness by scanning or vibrating to detect a variation of light intensity on adjacent rods
or cones. This is much like the function of a chopper and/or reference source in a
point detector system. The amnplitude of this vibration varies depending on the ex-
tent of the image or edge being read. The frequency has been determined experi-
mentally to be approximately 130 cy/sec.

(1) F. W. Sears, Optics Addison-Wesley Publishing Co., Inc., Reading,
Mass. 5th printing, 1958.
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If the oye is subjected to total darkness ana allowed to become dark adapted,
it begins to see "grey" and sometimes other weird effects. What is actually happen-
ing is the gain is turned up until the system "noise" is read in the output, then re-
adjusted and tried again always looking for the faintest -recognition of some incoming
photons.

The luminance Jinit of color perception, with daylight (cone) vision associ-
ated with the fovea region, is 10- 3 It. lamberts. Night (rod) vision, associated with
the parifovea region, has ne color perception.

Scene Brightness or Luminance needed for various conditions of human
vision:

103 foot lamberts - max acceptable scene brightness

10-1 foot lamberts - needed for color coitrast recognition

10-2 foot lamberts - needed for color perception

10-3 foot lamnberts - daylight vision minimum

10-6 foot iamberts - lower scene brightness threshold of dark-adapted eye

Rlange of scene brightness accepted by eye is one billion (10-6 to 103) foo,.
lamberts.

The resolving power of the eye is its ability to produce separate images of
close objects. The retina of the eye consists of a large number of light sensitive
elements, the rods and cones, each having a spacing between centers of 0. 00 to
0. 003 mm. Each rod and cone produces a separate visual sensation in the braiai.
Thus, two image points reaching a single rod or cone will be judged as olle by the
brain. Since the image of the two points are two different disks, they must be sep-
arated by a distance equpw to the width of a rod or cone in order to be distinguished
as two separat,- points.

Thus the resolving power = 1 mm.

Storage time or exposure time of the eye 7 0.2 seconds

Normal pupil diameter = 6-8 mm dark adapted, 2-4 mm day vision

Diameter of the eye = 25 mm filled with fluid of n = 1. 33

Quantum efficiency of the eye = 10% max-dark adapted

Visibility (spectral) bandwidth about 1068A peaked at 5550A for day vision
and at 5150A for night vision.

Relative visibility factor (EX) for Normal (visual) Brightness r5 x 10-4

stilb or greater) photopic vision.

The Photopic Curve (International) (for Cone vision at fOvea) See Figure I-
SA (day vision).
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(•) - 0 100 200 300 400 500 600 700 o90 900

3000 .00004 .00012
4000 .0004 .0012 .0040 .0116 .023 .038 .060 .091 .139 .208
5000 .323 .503 .710 .862 .954 .995 .995 .952 .870 .757
6000 .631 .503 .381 .265 .175 .107 .061 .032 .017 .0082
7000 .0041 .0021 .00105 .00052 .00025 .000:12 .00006 .00003

Equivalent width of JQ curve z f KA d) - 1068A

KA lumens =. 00147 watts = mechanical 'equivalent of light

Luminous Energy in Lumergs = 680 f0 eA TX when eA dA is element of
energy in Joules

Relative visibility for dark adapted eye (10-7 stilb or less) scotopic curve
(Rod vision) See Figure I-8B (night vision)

1 0 100 200 300 400 500 600 700 800 900

4000 .0185 .040 .076 .132 .212 .302 .406 .320 .650 .770
5000 .900 .985 .960 .840 .680 .500 .350 .228 .140 .083
6000 .0490 .0300 .0175 .0100 .0058 .0032 .0017 .00087 .00044 .00021
7000 .00010

2. SKY BRIGHTNESS, MOONLESS NIGHT

The "night" includes the period of the night between the twilight hours (defined
as the period from sunset to time sun is 180 below Horizon and again from 180 be-
low Horizon to sunrise). The standard sky brightness figure for an "a5tronomically
clear" moonless night usually quoted in astrophysical literature is equivalent to one
22. 5 visual magritude star per square second of arc as observed at Mt. Wilson, or
simply 22.5 mv/sec2. Since Mt. Wilson is approximately 5,900 ft. above sea level
and often has particularly clear and stable sky conditions, this value will not nor-
mally be attained for other locations.

Different astronomers, observers, and researchers express the sky brightness
in differerit manners. For instance, Allen( 2 ) gives total brightness, zenith mean
sky as 400 tenth magnitude stars per square degree (visual). rhis is equivalent to
21. 27 mv/Se' 2 .

400 - 6.51 m

10th mag = +10 • m

degrees2to ls~e2 +17. 78 m

2,b27 nyv/se- 2

Mitra( 3 ) gives a figure of 0. 045 first mag. stars/sec2 which is 22. 15 mag/sec2

'ut from the context vf his discussion, it would seem reasonable that he meant

(2 )C. W. Allon, Astroph ysca_ Qu|J•,4 Oxford University Press, 1955.

(3 )S. K. rltra, The Upper Atmonmphere, Asoric Society, Calcutta, 1952.
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zero magnitude stars, which is the more normal expected reference. This then
would give 21.15 mag/sec2.

.045 - + 3.37 m
degrees to-2 = +17. 78 m

21.15 mv/s 2

Dole(4 ) quotes an average brightness of the clear moonless night sky as
2 x 10-8 candles/cm 2 . This is approximately 21. 6 mv/sec2 . He does not mention
his source.

From the foregoing, for calculation purposes, the sky viewed from a low alti-
tude (near sea level) point can be assumed to be about 21 to 21-1/4 mv/sec2 and up
to 22-1/2 mv/-Sec•2 , if higher elevations are to be selected. See also reference (5).

Caution: If the lens and sensor combined resolution (see Section I1-A) does not
resolve one square sfcond of arc but rather a larger value, ther. the brightness
must be increased by the ratio of the larger area I o one square second. Values
smaller than one square second of arc should not be used where earth's atmosphere
is involved. (See Section i-C on atmospheric effects. )

Of course, any contemplated sites should be surveyed carefully and actual
background values measured, since the condition and reflectance of the surrounding
terrain (topographical conditions, existence of nearby hills, mountains, plains,
deserts, type of vegetation, season of year, etc.) local weather conditions, as well
as nearby communities and cities, will affect the brightness and sky glow conditions.

3. SKY BRIGHTNESS GM 4DIENT (MOONLESS NIGHT)

Since we will be working it angles other than zenith, we need to derive some
representative figures for other elevation angles or as the astronomers say, "alti-
tude". Referring to the astrono&Xiacal references and reducing the values, less the
resolved stars, and drawing a swooth curve thru the results, we have Figure 1-9
forF"the plot of the means (the value' re fainter for the celestial pose areas and
brighter if at the celestial equator).

300 = 21. 13 mv/sec2

250 = 21.03 mv/-iý 2

200 = 20. 91 mv/Sic 2

150 = 20. 78 mv/-g- 2

100 - 20. 6 mv!/sc2

NOTE: Elevations below 150 should not be considered unless sufficiently
away from inhabited areas so that local sky glow is insignificant.

(4 )Dole, Visual Detection of Light Sources Near the Moon, RM 1900 ASTIA
#AD133032.

(5 )D. J. LaCombe, The Brightness of the Clear Sky, G. E. Co. Report
#TIS R63EMH1.
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Figure 1-9. Approximate Values for Average Sky Brightness (Mag/s 2 vs
Elevation Angle Above Horizon, Moonless Night)

4. SKY BRIGHTNESS COMPOSITION (MOONLESS NIGHT)(3)

The sky brightness includes:

Starlight and scattered starlight 30%

Galactic light 5%
Zodiacal light 15%

Air glow 40%

Scattered light from the last three sources 10%

The above table shows that about 60% to 50% of the total light is from parts of
the sky where a star is not being seen by a single or adjacent resolution element.
The other 40% to 50% is from brighter resolved stars or celestial formations. (The
values vary depending on proportion of stars being resolved. The more stars re-
solved, the less light left in the unresolved sky.)

P).• -K. Mitra, The Upper Atmosphere, Asiatic Society, Calcutta, 1952.
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Photographic
(10th Mlag Photometry

NIGHT SKY stars/d-egree2 ) Visual stilbs

Zodiacal light 20 30 2 x 1.-9

Faint Stars m<6th Galactic pole 16 30 2.5 >. 10-9

Faint Stars m<6th Mean Sky 48 95 7 x 10-9

Faint Stars m<6th Galactic Equator 140 320 22 x 10-9

Total brightness Zenith Mean sky 200 400 30 x 10- 9

Total brightness at 150 altitude 300 700 50 x 10-9

Aurora brightness = 20 x 10-6 stflb (max)

Spectral distribution mean sky intensity is 10-7 cm 2 `-1 sterad- 1 A-1
A--3200 3600 4000 4500 5000 5500 6000 6500

1.4 1.1 1.3 2.0 2.0 3.0 5 6

Color index of night sky Mpg - Mpv = +0. 5

Zodiacal light is the cone of faint light elongated in the direction of the ecliptic
(sun's path); the base and strongest light covers about 200 at the horizon and fades
away at 60 to 800 from base. Best seen on the western horizon after sunset and on
the eastern horizon before sunrise, it is caused by small particles and inter-stellar
dust reflecting sunlight. About 15 percent of the zodiacal light is polarized whereas
only 2 to 4 percent of the night sky is, and the planes of polarization of both pass
through the sun. This fact is the basis for polarization filters. However, unless
the filter efficiency is high (low absorption), iittle if any, improvement results.
15 percent of 15 percent = 2-1/4 percent of sky light which constitutes the polarized
light portion. This could be 15 percent if looking directly at zodiacal light.

Zodiacal light in terms of 10th magnitude stars/degree 2 for various elevations:

100 200 300 400 500 600 700 900 1100 1300 1500 1700 1800

20K 4K 1.5K 900 600 450 330 210 150 130 140 170 200

Galactic light is the light from the Milky Way scatteg.d by inter-stellar dust.
It varies from a maximum value of 57 10th mag stLrs/Fegr-ee" at the galactic equator
to about 8 at 320 galactic latitude. The total contribution to night sky is about 5
percent.

Air Glow causes the largest non-resolved are# light. This consists primarily
of lines and bands- prima ly aomic lines at 5577A, 6300, 6363 5890 and 5896A,
and bands 4-5000X and 7-9006A (Na) and 10440A (OH) and 3-400X (02).

Under conditions of extensive air glow and haze, filters might be used ahead of
the sensing elemenw to reduce the sky brightness saturation and to recover a jPrtion
of the lost performaice. When the air glow is primarily in the 5577 and 6300A lines,
interference filters will be very effective in reducing its brightness, but the improve-
ment is limited as the objects -or targets, having the sun as an illuminator, will be
filtered as well. (See Sectionl-C)

Total starlight from whole sky = 490 mpv = Om stars 9.2 x 10-5 ft candles

candles P 21 mv/-'• 2  = 250 mpg = Om stars
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Typical values for Night Sky. Br~ightness in terms, of number of 10th magnitude

stars/degie2 are shown in the following Table:

Star light ii each nagnitude interval m+1/2 to m-1/2 in equivalent numbers
of mean 10th mv stars/deg2 .

mpv Galactic Galactic m eanpg meanpv
Equator Pole

b-OO b-90o

0 .7 .3 .5 .8

1 1.3 .6 .8 1.3

2 2.0 .8 1.3 2.2

3 3.0 1.0 1.7 3.0

4 4.0 1.2 2.1 4.5

5 5.2 1.5 2.5 5.0

6 6.1 1.7 3.2 5.6

7 6.7 1.9 3.4 6.3

8 7.9 2.0 3.5 6.8

9 9.6 2.1 3.9 7.4

10 11.0 1.9 4.1 8.7

11 12.6 1.7 4.6 8.7

12 13.8 1.5 4.6 9.3

13 14.1 1.2 4.6 8.9

14 14.4 .9 4.4 8.5.

15 14.1 .6 3.9 8.1
16 11.5 r 3.5 6.9

17 11.A .3 2.9 5.5

18 7.9 .2 2.1 4.4

19 5.0 1 1.3 2.6

20 3.1 1 1.0 1.8

21 5.0 .6 4.5 1.2

21.5 .8 1.5

TOTAL 180 22 61 119

5. STAR TYPES AND COLOR INDEX

Star type is a method of classification of stars by their spectra. Originally
there were 4 types, I through IV, and then V and VI were added, The spectral
classes (temperature) now universally adopted is the "Harvard" (Draper) classifi-
cation. It classes stars 0, B, A, F, G, K, M, plus types R, N, branching off at
G, and S at K5 or Mo. The region between any two letteris is divided in tenths: thus
B3A is a star type 3/10ths of the way from B toward A, etc.
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A and K stars are most common in the Milky Way. Early and Late type stars
denote Types B-A and K-M, respectively, following the assumptions that Type I was
the youngest and Types III and IV the oldest before Giants and Dwarf stars (in the M
region or late K) were discovered. Early stars have few absorption lines, mostly
ionized Hydrogen. Late stars have many lines (iron and other metals).

Color index is the difference in stellar magnitudes between photographic (mpg)
and the photometric or photovisual (mpv) magnitude. The visual index is usually
the greater. Color index of the night sky ý mpg - mpy ý +0. 5. By definition, the
color index of Ao stars 0 0 (white) so blue stars are - and red stars are +.

Types B2-B3 are white; AO pure yellow, K2 orange yellow; MO orange; R orange
red; Ne deep orange red. Of the 225,000 stars to about 10th mag, 20,000 are simi-
lar to our sun. 95% of these are within 3000 light years of us.

Our sun is a dwarf G2 star.

6. STAR DENSITIES AND DISTRIBUTION

The stars are distributed very heavily along the galactic equator due to the
Milky Way and sparsely at the poles with a fairly random fluctuation of densities
between. See Figure 1-10.

Star counts seen by Electro-Optical equipment are, of course, dependent on
the response of the sensing surface or film and filter used as well as color of the
stars. Since the S-10, S-20, and S-1 photocathode responses extend into the near
infrared region (S-10 to. 78 micron, S-20 to . 85 microns, S-1 going to 1. 1 4t mic-
rons) the count of stars in these regions will be higher. But since these photo-
cathodes do not in general cover below 3100A where astronomical film type 103a-O
is still sensitive, the star counts here will be lower than with film. Also since the
larger counts involve stars of higher temperature (blue) the star counts when using
Image Orthicons will, in general, be lower than astro counts by a factor of 2 or 3,
even considering the higher counts of the Red and JR stars (older stars). Another
factor, the fainter stars, individually do not take up as many resolution elements,
so the total field occupancy in practice, will be less than expected from astrophysi-
cal data.

Stars are always point sources: however, due to atmospheric perturbations,
they always appear to be one ge-0 or more. For the same reason two stars must
be separated by inore than one ' "'to be resolved.
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Star Numbers

Nm - number of stars per degree2 brighter than magnitude m for mean
galactic latitude 0-900

m Photographic Visual

0 .00005012
1 .0002512
2 0009120 .0009772

3 .002512 .003548

4 .007762 .01288
5 .02344 .0981
6 .07244 .1175
7 .2042 .3467
8 .5623 1.000
9 1.549 2.818

10 4.169 8.138
11 11.22 21.88
12 28.84 58.88
13 74.13 417.9
14 182.0 363.1
15 416.9 891.3
16 935.0 1995
17 2138 4365
1,8 4365 9120
19 7943 15,850
20 14,790 28, 180
21 25,120

Total stars to 6th magnitude (approx 1 1/2 per d 2)

Total stars to 16th magnitude (approx 2500 per degree2)

Figure 1-11(6) summarizes star-co'int data.

one (mboI = 0) star - 2. 27 , 10-5 erg/cm2 see outside earth's atmos-
phere

one (r'v = 0) star = 2.43 > 10-10 phot. - 2.43 10-6 lux outside
earth's atmosphere

one (mv -0 0) st%(/degree 2 - 0.81 '× 10-6 stilb 2.55 % 10-6 lambert
outside atmosphere

0. 68 X 10-6 stilb 2. 17 x 10-6 lamberts
inside clear unit air mass

(6 )Tjiumpler & Weaver, Statistical Astronomy.
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Variation from observer to observer runs 2 to 1, with the larger variations
primarily in the southern hemisphere. Thus, for southern installations, special
note should be taken if the performance expected is to be guaranteed. Star counts
from astro-physical literature can be considered too large when considering the
MgO Image Orthicon with S-10 or S-20 photocathode as a sensor. Because of this
the total resolved stars and total field occupancy factors will be amazingly low for
long focal length optics in relation to published data.

Of course, star clusters, nebulae, etc. , will make observations impossiblh in
certain areas of the sky; i. e., M3 1, the great nebulae in Andromeda, covers an
area of almost two square degrees and is 4. 8 mag. total. The Milky Way will
severely limit highly sensitive systems in that portion of the sky. To keep the
saturation levels manageable, special precautions should be taken and the :,-Nstenms
should be examined for lost performance with backgrounds as bright as lsth mag/
--- 2 of arc - (attained also on full moon night even though at considerable di-tane
from moon and Milky Way) if Milky Way is to be worked.

7. MOVING CELESTIAL OBJECTS

The celestial environment consists of many objects; (planets, asteroid., cunet,
meteors, etc.), which move NN ith respect to the more genorally "fixed" stars. N,
stars are really fixed. All change (have "proper motion") over the years. This
must be recognized and treated accordingly especially when using techniqu.-s in-
volving 'Moving Target Identification (MITI) methods. Since the MTI techniques n.I',
be selected to resolve objects with very small differential motions ;with re,• ect t
the general stellar background, the extent ofl"infinite" distance (3D) background \N ill
vary with the application. Even medium focal letngth optics (60" or more) will re-
solve the closer planets and comets for even relatively short time inte-vals.

A priori knowledge will help account for the more prominent objects (solar
planets, the brighter catalogued comets); but, since ev2n the brighter rpeataing
cornets (6th Mag. or brighf:er) are not catalogued completely, comets can r( present
undesired targets and caue false alarms. A like situation occurs with asteroids.
Meteors are only cataloguted as "showers", so they will always be with uS Us Lin-
identified targets!

a. Stars - Proper Motion

Some stars have apparent angular motion on the star sphere at right angles
to the line of sight. It is found by comparing the star's present position with its
position many years (centuries) earlier; precession, nutation, parallax and aberra-
tion being allowed for. Normally, proper motions are a few seconds ot arc per
century but some have proper motion of several s9_-ec'l, per year, For example:
m 9.4, Barnard's Star in Ophiuchus, moves 10 oeJ/yr. (Location [195-. 01 17h

55m a; +40 33' V) See glossary for celcotial coordinate distussion.

b. Variable Stars

The variable stars will effect performance if brightness variation is part
oi an MTI method. However, the time constant of star brightness variation is

usua.ly long with respect to the detection system aid is thus of little concern. Posi-
tion variation of certain variable stars likewise must be considered with certain
MT! methods. Thus a star catalogue or film taken today may not be entirely useful
next week. For example, the time constant of Cepheid variables are '., low as I day
or less.
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Then,-rr-* abib.t 40 L-0111CtS per yeai briýghter than 9-1ht!.h 'Map;, with. no
estimiate available for Wzinter uncs, and sex-c'al are generally ite kathe same

even in reiatix ely short tirne-i-tp-e ptcriodis. It is estimated that between Gae zornet
per day aind one per week wouldl be detectable in the erat~re skyr..

di. Asteroids

There are aporwdxiately 1 01 asteroids ol 16th mag-nitude or !i'righter. Tli(A
motion will average 1/8( to 1/5 EcIZg-rJ- per day, tlthough some at timnes move 10
times this figure. Alean appearance and disappearance rates will be 100 per day,
with the ntn.-ber in the sky visible to a 16th magniitude det. ctor at a~ny one time bei *

* 0, to -Fo r a 30 0 field this is about one per hour. The majority of the
*known asteroidis are in the region between Mars and Jupiter.

C. Meteors

-----.,In the 8) to 10th mnagnitude, range, there are approximately 1 4 to 3. -3 per
de-ree- per hour during, non-shower periods. (Fainter meteors would be moving'
too fast to alarmi for ill ordinary variations of aperture and field of view tradeoffs
that we expect to use. ) On meteor shower nig.,hts,, the numbers increase from 10
to 100 timies, The following tabulotion lists the commnon re-occurring- showers and
rates.

Meteor Showers

Niormal
Max. Duration Hourly AsSociated

Nam e Date Dates Rates Coiln .t

Quacirantclds Jan 3 2-4 3
Lyridls Apr 21 20-22 10 1861
Eta Aquarids May 5 3-1.0 12 I)lalley
Delta Aquarids July 28 24-6 20
Piscid Australids July 2 9 26-5
Perseids Aug 32 1-20 50 1862 111
Giacobinids Oct 9 9 1933 111
Orionids Oct 20 1.5-26 16 Halley
Taurids Nov 7 025-25 6 Encke
Leonids Nov 15 11-20 10 1866 1
Andromnedicis (Bielids) Nov 23 18-26 1 Bieia
Ge~ninids Dec 12 9-14 50
Dec Lirsids (Beec Var) Dec 22 21-22 12
Arietic.'. June 7 M30-JJ4 60
Zeta Perseids June 7 2-13 40
Beta Tauricls July 1 20-10 24



Meteor RBtes

Magnitude N Single 100 Field 100 Field
Lmh .5) Log N (Whole Earth) Observer (24 h) (Per lfourL

-5 3.65 4.4> 103 4.4 .x .0- 2  4.4 x 10-4 1.8 10-5
-4 4.05 1.1 x 104 1. 1 10-] 1.1 10-3 4.6 10-5

-3 4.45 3.6 ' 104 3.6 1 10-1 3.6 2 10-3 1.5 10-4

-2 4,85 7.2 x 104 7.2 1 10-1 7.2 10-3 3.0 • 10-4

-1 5.25 1.8 , 105 1.8 1.8 10-2 7.5 104

0 5.65 5.1 x 105 5.1 5.1 10-2 2.1 10-3

+1 6.05 1.34 N 106 1.3" 10 1.3 10-1 5.6 ' 10-3

+2 6.45 3.55>. 106 3.6 ' 10 3.6 \ 10-1 1.5 10-2

+3 6.85 9.4 \ 106 9.4 " 10 9.4 x i0-1 3. 9 ' 0-2

+4 7.25 1.8 \107 1.8, 102 1.8 7.5 1-0-2

+5 7.65 5.1 1 i0 7  5.1 ', i02 5.1 2.1 x 10-1

+6 8.05 1.34 , 108 1.3 : 103 1.3 N 10 5.6 x 1.01

+7 8.45 3.355 108 3.6N 103 3.6 10 1.5 100

+8 8.85 9.40 x 108 9.4 103 9.4"N 10 3.9 100

+9 9.25 1.8 x 109 1.8 104 1.8 0 ]02 7.5 • 100

+10 9.65 5.1 X 109 5.1 , 104 5..1 ' 102 2.] 101

+11 10.05 1.3 x 1010 1.3 1 105 .1.3" 103 5.6 N 101

+12 10.45 3.55., 10 1'0 3.6 105 3.6 ' 103  1.48 102

+13 10.85 9.4 '. 1010 9.4 1, i0 5  9.4 103 3.99 j'02

+14 11.25 1.8 x 1011 1.8 .106 1,8' 0. 7.5 3

+15 11.65 5. 1 x 1011 5.1 x 106 5. 1 104 2.1 103

Note: These data should be regarded as being good to only one significant figure,
and could differ even am*n in absolae vaj, tbough not in relative value.
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8. CELESTIAL FORMATIONS (BODIES, CLUSTERS, ETC.)

Pertinent information on celestial formations (bodies, clusters, nebulae, etc.)
Is included here for convenience (note magnitude for Me rcury and Venus are given
at their greatest altitude or elongation from the sun, whereas all others are given
at quadrature (900) from sun: Mercury 18o-28o; Venus 470-480).

rmpv mpv

Mercury -0.2 Fallas 7.9
Venus -4.08 Juno 8.65
Earth - seen from sun -3.80 Vesta 6.2
Mars -1.94 Eros 9.9
Jupiter -2.4 Moon -12.7
Saturn +0.8 1o 5.52
Uranus +5.8 Europa 5.65
Neptune +7.6 Ganymede 5.10
Pluto 14.7 Callisto 6.25
Ceres 7.1

Periodic Comets Period in Years

Encke 1951 Mar 16 3.3
Grigg SKj 1947 April 18 4.9
Tempel 2 1946 July 2 5.2
Pons-Winnecke 1945 July 10 6.1
Forbes 1948 Sept 16 6. 4
Kopff 1945 Aug 11 6.5
Schwassman W2 1948 Aug 23 6.5
Giacobini -- Z 1946 Sept 18 6.6
d'Arrest 1950 June 6 6.7
Daniel * 1950 Aug 24 6.8
Lrooks 2 1946 Aug 25 6.95
Reinmuth 4 1950 July 23 7.4
Whipple 4 1948 June 25 7.41
Faye 1,ý47 Sept ,8 7.4
Oterma 0150 July 15 7.88
Schaumusse 1943 Nov 25 8.1
Wolf i 1950 Oct 23 8.3
Comas-Sola 1944 Apr 11 8.52
Vaisala 1 1949 Nov 10 10.55
Neujmin 3 1951 May 27 10.9
Tuttle 1 1939 Nov 10 13.6

chhwass Wi 1941 June 9 16.2
Neujmin 1 1948 Dec 15 17.8
Crommelin 1928 Nov 4 27.9
Ponrs-Braool 1884 Jan 26 71.6
Olbers 1617 Oct 8 72.5

lose 1 w 19 76.0
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Globular Clusters

Designation NGC Diarn.(Messier #, etc.) # 1 b (mm) Mpe
47 Tuc 104 2720 .45° 54' 52149 148 26 6 11.5A 445 3201 244 9 29 8.6M68 4590 269 36 9 9.1M53 5024 305 79 16 8.6w Cen 5139 277 15 65 4.7M3 5272 8 78 20 7.2M5 5904 332 46 22 6.9M4 6121 319 16 21 7.1M13 6205 27 40 21 6.7M12 6218 344 25 15 7.9M62 6266 322 7 10 8.1

M19 6273 324 9 10 8.1S366 6397 304 -12 30 7.M22 6656 337 -9 26 6.2A295 6752 303 -26 42 7.1M55 6809 336 -25 22 7.17006 32 -21 2 11.5M15 7078 33 -28 15 7.3 I
Selected Dark Nebula

1 b
52 Cyg. 400 _80
Cygnus 43 -4
North Amnim 53 0
Cygnus 60 3
Cephus 7C 2Auriga 136 -6
Taurus 139 -14
8 Monoceros 170 3
Orion 175 -20

11 Carina 254 0
Coal Sack 272 0

6 Ophluchi 329 4
Scutum 356 -3

Interstellar Space
RadiAtion Density 12 x 10-13 ergs/cm3
Equivalent Black Body tempermge 3. 8OK

•1jP 2 50000 K
. 2;A 150000 K

visible + UV 100000K
Ii 3
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Selected Bright Diffuse Nebulae surface

Messier NGC bright- Gilactic
No. IC ness 10th Diam. Stars long lat.

mv m ag/ fnT2 ( In.) (mv) I b
Neary Cass 159 15' 2.3 910 -20
Pleiades M45 120' 3.0 134 -22
Great Orion M42 1976 4 20 50' 5.4 177 -18

M43 1982 9 1 6.8 177 -17
1977 4.6 176 -18

Year Ori (horsehead) 1434 50 174 -16
30 Doradus (L Magg. Cl) 2070 7 246 -31

M78 V068 8.3 0.4 10.4 173 -13
Rosette NGC 2237-8 2246 80 7.4 173 -1

77 Carinae 3372 130 7. 255 -1
Trifid M20 6514 8.5 25 6.9 334 -1
Lagoon M-8 6523 5.8 40 6.1 333 -2

M-16 6611 6.4 15 8.3 344 0
D Swan, horse-

shoe M-17 6618 7 2 25 342 _2
Cygnus Loop 6960 50 41 -8
Cygnus Network 6992-5 50 43 -10
N,•rth America 70)00 120 6.0 53 1

") 23 18 7.2 71 13

Open Clusters Magnitude
Diam No. of range Total

Designation NGC 1 b (0I n.) Stars m mV
M- I0:1 581 960 -0 6' 30 9-14 6.-9

h Persel 869 102 -3 30 300 7-14 4, 3
x I•vrmvI 884 103 -3 30 20.0 8-14 4.6
Ni-:14 1039 112 -15 30 70 8-14 5.7
Pe|rv lo 115 -6 2J0 50 3-7 2.0
11 -iadtvIv 134 -22 110 120 3-12 1.2
Ily dvN 147 -21 360 100 0-9 0.5
M-38 1912 140 2 19 100 8-12 6.6
M-36 1960 143 2 17 50 8-13 6.3
M-37 2099 145 4 25 200 11-12 6.2

2477 221 -5 ,6 200 10- 5.7
Praesepe 2632 174 34 90 100 6-11 3.7
0 Vel 12391 238 -8 40 12 2.4
M67 2682 184 33 16 80 10-14 7.3
0 Carinae 12602 257 -5 70 25 1.4

3532 257 +1 45 130 3.3
Sco-Cen 290 10 2000 110 1-7 -1.0
Coma 196 85 300 40 5-10 2.8
Urs Maj 90 60 1000 100 2-7 -0.2
K Cru 4755 271 2 11 30 6 5.0
M-21 6531 335 -2 12 40 7-13 6.6
M -16 6611 345 -1 19 40 8-13 6.1
M-11 6705 355 -4 12 80 11-14 6.5

6885 34 -5 10 30 6-14 8.7
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9. SKY BRIGHTNESS (MOON IN SKY)

The brightness of the skv wvith the m1oon varies with the phase of the moon and
the an-uiar distance from the moon. Thie brightness of the total sky at full zenith
moon is about 17-1/2 mag/s~eC2 ; however, since wve look at specific parts, the
brightness versus the angular distance from the moon is of more importance. Fig-
ure 1-12A gives the aureole of the moon which should be used wvith Figure 1-13 to
determine variation in specific areas of sky under moonlight conditions. Figure
I-12 B gives sky brightness versus moon phase.

10
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Figure 1-12A. Aureole of the Mo~on
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Figure 1-12B. Approximate Sky Brightness Change vs Moon Age

The summary of all these light sources and the total effect on sky brightness

is perhaps best illustrated by the composite graph of Figure 1-13.

10. CELESTIAL CATAIIOGUES, ETC.

a. Calibration Using Stars

Many selected areas of the heavens are well calibrated because different
observers study different areas of the heavy constellations. Typical of these is
the Polar Sequence or the star area near the celestial pole (star Polaris). Figures
I-14A and 14B illustrate the chart and corresponding calibration.



23i~ __ _

~22

20

20N L

44Uc

No.:ThseCrePoteFo100Ln

SNot:TeeCre lte For 1000 LinecnAd04 oMg

nitulde 8-11o; For 500 Line Scan, Subtract ____

*~1.5 Fr,. #4agnituda Scale; For 700 L~IM
Scan, S~r. .act .75 From Magnitude Scasle.

10 L. -ý-- --

F9EW OF' ViEW OF LIENS

FIPaW. I-YA. DackgwIAmd U&g ve Ft Id of View -- 1000 Line Scan



0. W I

Ar

Figure~ 1-4A Not oarSqec



North Polar Sequenoce

W Ps HD or BD SP mpg npv C

Is 8 890 F8 2.5 2.1 +.0.40

1 166 205 AO 4.27 4.3 0 -0.12

2 212 710 AO 5. 15 5.31 -0.16
3 221 525 FO 5.75 5.62 +0.13
4 166 926 A3 5.89 5.81 +0.08
5 5 9 4 A2 6.46 6.49 -0.03
2s 107 192 FO 6.48 6.31 +0.17
3s 107 113 F2 6.65 6.39 +0.26
Ir 51 802 M 6.69 5109 +1.60
6* 66 368 AO 7.13 7.07 +0.06
7 96 870 B8 7.38 7.54 -0.16
2r* 103 030 M 7.91 6.34 +1.57
8 14 369 FO 3,33 8.10 +0.23
9 17 376 A 8.94 8.80 +0.14
3: 114 282 K2 8.96 7.54 +1.41
10* 21 070 A5 9.15 9.03 +0.12
4r 187 138 KO 9.23 8.21 +1.02
11 890 18 A 9.77 9.57 +0.20
12 890 25 A 10.08 9.77 +0.31
Sr 112 428 KO 10.15 8.65 +1.50
4s 890 12 G 10.31 9.84 +0.47
13* 890° 29 A 10.55 10.33 +0.22
6r 89S 9 G5 10.51 9.28 +1.23
14 89 1 A? 10.93 !0.53 +0.40
7r 890 35 G2 10.96 9.85 +1.11
5s 890 37 G5 11.09 10.02 +1.07

15 A 11.27 10.90 +0.37
6s 890 26 11.37 10.65 +0.68
Or* 890 31 G5 11.43 10.44 +0.99
16 A? 11.57 11.23 +0.34
17 -- 11.88 11.31 +0.57
9W 11.95 10.95 +1.00
18 12.28 11.88 .40
lOr 12.60 12.06 .54
7s 12.61 12.06 55
19* 12.68 12.24 .44
20 12.99 12.50 .49
Ilr 13.22 12.05 +1.17
21 13.34 12.51 +0.83
22 13.46 12.85 +0.61
23 13.59 13.01 +0.58
12*r 13.78 12.48 +1.30ý
24 13.92 13.29 +0.63
25 14.13 13.57 +0.56
eS 14.51 13.70 +0.81
26 14.65 13.65 +1.00
9s 14.74 13.71 +1.03
"27 14.90 14.23 +0.67
lOs 15.30 14.47 +0.83
s 15. 30ý 14.34 +096 HD Henry Draper Catlogue No.

28 15.33 14. 48 +0.85
28 15.36 14,64 +0.75 BD Bonn Dvrch musterung No.125 15.36 14.64 +'0.72

13s 15.53 14,48 +1.05 SP •Spectral Classifi~ation
29 15.88 15.17 +0171
14s 16.03 15.02 +1.01
30 16,20 15.41 +0.79 m Photographic Magnitude
31 16.41 15.59 +0.82
15s 16.58 15.68 +0.90 mpv - Photo visual Megnitude
32 16.76 15.55 +1.21 c/i = Color Index - mig = m
16s 16.87 15,47 +1.40

Figure 1-14B. This isq a carefully measured series of stars ilear the pole whose
magnitudes are used a6 a standard for measurements, in photovisual and

photographic magnitudes.
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b., Sky Charts

For general sky charts and atlases: Approximate Cost

Norton's Star Atlas stars, clusters, etc. $ 5.25
to 6-1/3 mag

Atlas Coeli (1950. 0) thru 7-1/2 magnitude $ 17.50

Bonner Durchmusterung thru 10th magnitude $ 10o. 00

The Astronomical Catalogue thru 21st magnitude $ 2500.00

The Maryland Academy of Sciences, Baltimore, Maryland, issues yearly
a "Graphic Time Table of the Heavens" (published in January issue of Sky and Tele-
scope for each new year) which provides general information on astronomical events
during the year. Fig-.re 1-15 is a sample for the year 1963. Wall chart size 40 x
27 is available at $1. 50 a copy. ThosL involved in applications involvring celestial
environment are referred to their local astronomical association or society and its
official magazine "Sky and Telescope" for up to date information on astronomical
observations, etc.

11. SURFACE ENVIRONMENT

Operation of Electro-Optical equipment and/or systems for surveillance, de-
tection, tracking resolution, identification or discrimination of objects and terrain
against surface background and environment will depe w: primarily on variation of
reflectivity (contrast) of the objects' surface and bac!I6'und features.

The brightness of an object (distributed or point sources) to be observed vs the
makeup of the surface background environment is dependent on the illumination
reaching the scene and object, and the reflectance of the scene and object sdrface
in the direction of the observer (sensor). The table below gives the illumination on
earth's surface under various conditions. This is a composite table of many sotrces;
variances of 2 to 1 are common (in some cases as much as 4 to 1) depending on
source-and measurement technique used. Since the illumination of interest is the
total illumination from the whole sky (1/2 the complete celestial sphere or 27 stera-
dians) this is the value tabulated below.

Direct Sunlight - clear summer day at noon 1. 0 X 104 ft candles

lumens/ft
2

Sky-light-clear summer day at noon (20% of Sunlight) 2 × 104 ft candles

Total Flux Direct Sunlight and 3yllght at noon 1. 2 x 104 ft candles

Sun on Horizon 275 ft candles

Daylight - cloudy 100 ft candles

Very dark day and sunset 10 ft candles

Twilight ! ft candle

Late Twilight 10-1 ft candles

Full moonlight, clear bright night, (moon at zenith) 3 x 10-2 ft candles

Full moonlight clear night 1 hour after twilight 2 X 10-2 ft candles
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Full moonlight moderately cloudy night 4.5 N 10-3 ft candles

Quarter moon, clear night 10-3 ft candles

Clear moonless night Sti rlight only i04 ft "andles

Moonless -- hleavily Clouded night 10-5 ft candles

Interior- typical normal foa daylight 20 ft candles

Interior - typical normal for artificial light 10 ft candles

The variation of sky illumination for total sky versus the moon phase and posi-

tion eflect the total sky brightncss and is illustrated by Figure I-12B.

C. ATMOSPHERIC EFFECTS

The earth's atmosphere greatly effects the quality and extent of "seeing", pos-
sible with ultra violet, visual and infrared photographic and electro-optical equip-
ments. It causes iimits beyond which iL will be very difficult or impossible to "see".
It is this atmospheric "seeing" which causes the tremendous interest and need for
an Orbiting Astronomical Ob'ervatory. The advent of the G, E. low light level thin
film MgO Image Orthicon, because of its tremendous "high speed" in relation to
film, offers new possibilities for reducing the problem. It will be covered in detail
later in Section Il-C, suffice it to say, we have a new research and measuring tool
here that will help us cut the atmospheric effects and alter some of the limits ac-
cord ingly,

The atmospheric effects and their limitations as covered in this section are.

1. Retraction

2. Absorption

3. Scattering of Light and Haze Background

4. Dancing

5. Scintillation

6. Pulsation

7. Defocusing

S. Inversion Layer

9. Dust and Smoke Contept

10. Weather

For acro-space surveillance systems these effects place certain restrictions
on equipment performance. For moderately short focal lengths (under 50") as
would bx expected to be used for surveillance, the dancing and pulsation effects
will be negligible on normally "good"' nights.
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1. REFRACTION

a. General Description

Tho effect of atmospheric retraction upon the propagation o1 light rays from L
a 'atellite is an effective bending of the path of each ray. As a result the satellite
is observed at a higrher elevation angle than that of its true position.

/

Figure 1-16.

Refraction follows a definite pattern although there are day-to-day and hour-

to-hour variations due primarily to temperature and pressure. These are usually
small and often will be within equipment and/or systems tolerances. Refraction
varies with elevation angle.

The magnitude of the refraction error (EA - ET) depends upon the position of
the satellite with respect to the earth and the index of refraction along the path of
observation. Since the magtnitude of the index of refraction is a function of such
parameters as observer's location on the earth, weather, time of day, and season
of the year, it becomes an overwhelming task to conduct a complete analysis.
Therefore, to simplify the analytical problem, atmospheric models which are re-
presentative of average conditions are employed.

Different atmospheric models show similar results.

Norton's Star Atlas (7) gives the mean refraction for 50°F (100 C) and 29. 6"
(752 mm) Barometer, when looking from earth to objects at infinity; also see Fig-
ure 1-17,

For other temperatures, add 1% per 50 F if cooler (subtract if hotter).

For other pressures add 3 1/2% per inch if higher.

(7)A. P. Norton, Norton's Star Atlas, Gall and Inglis, London and Edinburgh,
1940.
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OBSERVED ELEVATION ANGLE

Figure 1-17. Refraction Correction (subtract) for Observed Elevation Angles,
object at Infinity
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Observed Subtract Observed Subtract Observed Subtract
Elevation Refrac- Elevation Refrac - Elevation Refrac -
Angle tion Angle tion Angle tion

00 34154" 50 9f47"I 250 2f3"

1/40 31'30" 60 8 '23" 300 1'40"

1/20 291'3e 70 7'20" 350 1'22f!

3/40 26'35" 80 6'30" 400 1'09"

1o 24'25" i00 5119?' 450 58"

20 18,'9" 120 4'25" 500 48"

30 14'15" 150 3t32", 650 27"

40 11'39" 200 2'37" 800 10"

The results of two other atmospheric models under standard conditions (760 mm
and 0oc) are shown in the 'rable below:

Apparent Elevation Plane Parallel Concentric Spherical
Layer Model Shell Model

200 166.06 sec 164.50

25 129.55 128.82

30 104.12 104.16

45 60.38 60.32

60 34.86 34.85

75 16.18 16.18

90 0.00 0.00

The theories leading to the data of the above table have been verified ex-
perimentally by McCruady, Pawsey and Payne-Scott, and Marner and Ringen. The
data for the concentric spherical shell model is plotted in Figure 1-18.

The major variations in this data are due to changes in weather, satellite

position, etc. These variations will now be considered In detail.

The refractive index (m) used to the atmospheric mocel can be written as:

m.=1+aa +* Eq. I-1

where:

a, b constants

P - partial pressure of dry air

e partial pressure of water vapor

T temperature of air
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The first two terms (1 a P/T) apply to both optical and radio frequencies
while the third term (b e/T 2 ) is an explicit water vapor relationship required only at
radio frequencies. The variation with T and P for optical wavelengths has been
tabulated in reference #16 and is discussed below. Several other miscellaneous
factors affect the atmospheric mode! and will also be considered.

b. Variation with Surface Air Temperature

The data of the following cable is based upon a surface air temperature of
0oC (320F). At other temperatures the refraction differs, becoming greator at
lower temperatures and less at higher temperatures. Using tabulated corrections
in reference #16 the following table has been prepared to illustrate 'the variation
with surface air temperature, assuming a target at infi iity (worst case).

Apparent Standard Standard (+32OF) - O°F +100OF
Elevation Refraction Error Error Error Error Error '% Error

200 164 sec 0 0 -32 sec -18%70 18 sec +

300 104 0 0 -18 -17 18 +17

500 50 0 0 .12 -24 6 +12

900 0 0 0 -0 0 0 0

c. Variation with Atmospheric Pressure

The data of the table above is based upon an atmospheric pressure of
760 mm (29. 83 inches or 1010 r illibars) at sea level. At other pressures the re-
fraction differs, becoming greater as pressure increases, and smaller as it de-
creases. A study o1 the tabulated corrections in reference (8) reveals that the
maximum change in the data of the table for a barometric pressure variation of
28.2 - 32.2 inches of mercury is approximately -,5%. This corresponds to a target
at infinity with an apparent elevation angle of 200 or more.

d. Variation with Humidity

Humidity has a relatively slight effect on atmospheric refraction at optical
frequencies. (This is not true for radio frequencies.) The variation at the horizon
from completely dry air to very moist air is less than +1%, See Reference #8.

e. Variation with Wind

Wind is believed to have some effect upon refraction, the change apparently
increasing as the square of the wind velocity. However, at 30 knots the change on
the horizon is believed to be less than ,1%.

f. Variation with Latitude

Latitude has a slight effect upon refraction because of the decrease in the
radius of the earth and the increan.e of gravity as latitude increases. The variation
at the horizon is about ±1%.

(8 )N. Bowditch, American Practical Navigator, US Navy Hydrographic Office
Publication #9, 1958.
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g. Variation with Wavelength

The various wavelengths present in the sensor spectrum (3000,7000k for
the I. 0.) are refracted through slightly different amounts. The total dispersion
:at the horizon for the I. 0. is approximately k1%.

h. Variation with Range

The classical astronomy references are concerned only with heavenly bodies
which are cu-nsidered to be at a slant range of infinity. Thus the data in the refrac-
tion tables are based upon a range of infinity. However, for satellites this is not
necessarily true. G. H. Millman (reference #9) has investigated this variation in
atmospheric refraction for radio wz-res using the water vapor term in equation I-1
for the refractive index. It was found that the variation for slant ranges other than
infinity is very small. For example the variation with a change in range from
1000 nm to infinity is one percent or less. Likewise the variation with a change in
range from 100 nm to infinity is three percent or less.

i. Summary of Varigtions

It should be noted that all values given above represent the maximum per-
centage variations expected. Since the atmospheric refraction error itself decrease,-:
as the elevation increases, the resulting variation also decreases with elevation.
The expected variation is also reduced by the fact that the atmospheric model as-
sumes some value of each parameter near the mean of the extreme limits discussed
above.

Thus it can be concluded that the maximum variation in atmospheric re-
fraction error due to weather conditions, range, etc., would be less than ±30%.
If continuous ground temperature and parametric pressure information was factored
into the atmospheric refraction error calculation, a variation of not more than +10%
would be expected. See Figure 1-19.

J. Effect on Field of View

The differential change of refraction across the field of view of a selected
lens is generally negligible, however, the size change should be checked since a
change of elevation will, in effect, change the size of the field of view and cause
apparent star motions. This must be taken into account in an MTI equipment as
the size change amounts to many resolution elements when at the lower angles
even for small (30) fields of view. In addition, if star field pictures are taken at
one elevation angle and compared to the same field taken later at a different eleva-
tion angle the size change due to refraction could be the largest error causing non-
cancellation. Fortunately, this error is fairly consistent and thus can be program-
corrected either by hand or automatically.

k. Effect on Angle Measurement

The combined effect of the variations summarized in Figure 1-19 and the
error across the field of view (assuming a bias correction) given by Figure 1-21,
is analyzed in Section IV.

(9-J. H. Millman, Atmospheric and Extraterrestial Effects on Radio Wave
Propagation, GE Co. Report #ITi R61EMH29.
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The above bias error can be compensated for by adding a correction which
is a functicrn of the mount elevation angle and the field of view. If this is done the
errcr in angular measurement is reduced to that arising from the difference in re-
fraction across the field of view. The magnitude of the remaining error can be
obtained from Figure 1-18 as shown in Figure 1-20.

t W
•- I.Op 4

Figure 1-20.

The maximum error due to the change in atmospheric refraction across
the field of view is then given by AE which is plotted in Figure 1-21 for minimum
elevation angles of 20, 30 and 50 degrees.

2. ABSORPTION

The generally accepted values of clear weather atmospheric absorption at the
zenith are about 15% or +0. 21 mag absorption/air mass for visual response and
30% or +0.44 mag/air mass at p, , raphic (103a-O) response. For S-20 photo-
cathode rcsponse this value would 0. 15 to 0. 17 mag/air mass for low tempera-
ture sources (<20000 K) and the v6. _ values or more for high temperature sources
,>40000K). For other Elevations: Total Attenuation Loss

Elevation Absorption Additional Photo- Photo- S-20
Angle or Distance in Mag Loss graphic visual (<20000 K
"Altitude" Air Masses (pg) (pv) & 820 Targets)

90&800 1.0 .00 .44 rag .21 mag .16 mag
70 1.1 .0103 .45 .22 .17
60 1.2 .096 .54 .30 .25,
50 1.3 .283 .72 .49 .44
40 1. 6 .57 1.01 .78 .73
30 2.0 .75 1.19 .96 .91
20 2.9 1.15 1.59 1.36 1.31
10 5.6 1.86 2.3 2.07 2.02
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Norton's Star Atlas (6) gives absorption for different angles as follows: (these
are less than above)

Zenith distance (Angle from Zenith)
470 580 640 690 710 730 750 770 790 800 840 860 880 890

No. of Mags Diminished

0.1 .2 .3 .4 .5 .6 .7 .8 .9 1 1.5 2 2.5 3

The following brief data is taken from Allen (2). For further detail his re-
ferenced work is advised.

Fractional Atmospheric Transmission to total solar radiation in clear air for
various water vapor content and elevation is presented below:

Water Vapor in cm of precipitable -,. ater per unit air mass

Air Masb 0.0 .5 1.0 2.0 3.0 4.0

.5 .902 .852 .837 .821 .812 .805

1.0 (900 El) .859 .794 .778 .762 .752 .745

2.0 (300 El) .796 .715 .699 .682 .671 .644

3.0 (19-1/20 El) .743 .652 .636 .618 .609 .604

4.0 (14-1/2° El) .704 .607 .590 .572 .565 .560

Figure 1-22 represents the summary effect of various atmospheric conditions as

given in Allen (2).

3. SCATTERING OF LIGHT AND HAZE (NIGHT-TIME AND DAYLIGHT)

Scattering of light is caused primarily by the water vapor content and dust in
the atmosphere. When the water vapor content approaches saturation, haze in-
creases and finally thickens to the point of fog conditions. The primary effect of
scattering under normally clear conditions (low water vapor content) is loss of con-
trast in addition to a normal amount of attenuation.

In the case of tý&.q some improvement with filtering is possible, depending on
its extent. No. 3, 8, 15, 21, 23A, 25, 29, 92, and 70 Wratten cut off filters (pro-
gressively light yellow into red) are useful in improving contrast. (See Figur•
1-23.) Since the response of t!--e S-20 photocathode surface extends to 8000 + A,
the 92, 89B, and 87C are effective in extending daylight seeing ability. For instance,
an 89B filter with a 40' focal length lens and a S-20 photocathode Image Orthicon,
will permit tracking of 1st mag. stars throughout a bright clear daylight sky. With-
out filters, several magnitudes brighter will be required. In daytime exercises
With 1. 0. 's, the less sensitive S-10 tubes with a 23A, 25, or 29 Wratten cut off
tfilter are generally best for building up contrast against a clear blue or hazy biuc
sky. A red filter (#29) will help sharpen distant scenes over nearby vegetation or
a valley.

Note': A single gelitin filter will attenuate about density 3 maximum.
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Figure 1-23. Transmission of Various Kodak Wratten Filters
Plus 8-20 Response Curve

the improvement may only be partial and then only on "good" seeing conditions.
More tests are needed to define the areas and conditions of use and extent of im-
provement possible, and will be reported accordingly.

For the higher northern latitudes (also southern) the cold upper air water con-
tent more generally will be in the form of ice crystals, which in addition to scatter-
ing also act as reflectors; and since there may be many reflectors, some are always
glinting; thus, the sky will be apparently much brighter than one would otherwise
expect from calculations. This is particularly true under moonlight conditions
where in essence we can have two bright sources of light (the sun not necessarily
being just below the horizon) as the scatter and glint effect carries sun glint as well
as: moonlight through the atmosphere with n.uch less than normal isolation.

Scattered light is partially polarized (151'b) approximately in the plane of the
sun's path but for only that light due to the sun (approximately 15%); so polarization
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filtering will not be very effective, (15'2 of 15',;), especially when filter losses are
considered. Filtering in general, will offer only a partial improvement of signal
to noise ratio as the sun and most nearby stars have, in general, the same spectrum,
However, in cases of air glow jr light haze, some recovery of otherwise lost per-
formance is possible. A red filter is helpful in "thinning" the Milky Way (because
of predominance of "blue" stars) but again this recovers only a portion of the lost
performance since it cuts down the signal too,

4. DANCING (POSITION VARIATION)

This effect describes the phenomenon of change of observing angle across the
picture with time. These changes are readily apparent with long focal length optics
(450 + inches). The frequency and extent of this dancing varies with the stability
and "seeing" conditions of the sky. It is primarily caused by temperature differen-
tials and moving layers. t

Dancing is defined as the motion of an image about some mean position in a
random manner. This motion is highly correlated over a field of view of several
degrees of arc. For this reason it is associated with atmospheric disturbances
nearer the surface of the earth as a result of formation of warm air cells at the
surface of the earth, which periodically break loose and rise into the atmosphere.

The spectrum of the dancing frequency contains several peak regions. The
first often occurs around 0. 05 cps. The second peak may occur around I cps and
is also associated with turbulence near the observer.

The larger and obvious motions are low in frequency (. 05 to 5 cy/sec), though
motion may extend into the kilocycle range for smaller amplitudes. Thus on a
'•od" night, dancing amounts to 1 to 2 • of arc; on a poor night it is 6 to 10

sec and even in the 10 to 15 ne. region quite often; the large values are lower in
frequency. No work involving "seeing" would be conducted on hot humid days as
the results can have fluctuations in the degree range.

The dancing effect severely limits simultaneous comparison of base-line sepa-
rate]1 photos even for a few feet separation due to the different atmospheric paths.
Figure I-3A illustrates this problem. When the photos are viewed in stereo, several
levels of star backgrounds are apparent and these were taken only a few seconds of
time apart! These photos were taken with the same e,4 aipment from the same mount
so linearity and equipment distortions should have cancelled from picture-to-picture.
The field was large and 1/5th sec. eye integration was used so that the usual scirn-
tilation effects should have been small, if any.

Since the Liin film Image Orthicon can be exposed for short periods by control-
ling the photocathode bias, it is a new means to explore this phenomenon and (hope-
fully) partially conquer it.

For short exposures (less than 30 millisecs) dancing will materially effect
position and thus affect cancellation in MTI but if integrated ove'r long periods, it
averages out and thus does not affect stellar position data obtained over reasonable
periods (10 seconds or more).
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5. SCINTILLATION (VARIATION OF INTENSITY)

Scintillation (intensity modulation due to instantaneous reflection and absorption
of particles in atmosphere, primarily water vapor) can be quite extreme; even
bright stars twinkle! However, for all normal continuous looks, integration over
a moderate time (1/5 sec. or so) will reduce or eliminate this as a problem. With
short exposures, as is possible with the MgO I. 0, 's, the period and frequency will
be important since as the scintillation period is approached, stars and targets may
be completely lost (when the signal comes through similar or nearly similar paths)
in some fast short exposures.

The frequency of scintillation is primarily in the 0. 1 to 20 cy/sec. range and
may cause a 100% modulation of received intensity. Scintillation in the lower fre-
quency range has been studied quite extensively and is generally correlated to the
wind conditions at or near the tropopause. The extent occurs over several seconds
of arc, but tends to cancel out after 20 seconds of arc. This explains the reduction
of scintillation with planets as compared to stars. Figure I-3A and B illustrates
how this, the dancing and refractive effects combine to vary star positions within a
field of view to such extent as to effect cancellation if stereo methods are being
considered.

The source of this phenomenon is attributed to the winds near the tropopause
(25-55 kilofeet) depending on latitude and time of year.

Since scintillation varies inversely as a function of the transmit-receive cone
size, scintillation will be reduced by using larger apertures. That is, the resultant
scintillation over a large aperture approaches zero. At the same time the de ail
content attainable in the image may not be improved by the lIarger aperture, as it
may appear to be defocused (see discussion on Pulsation in following paragraphs).

6. PULSATION (CHANGE OF SIZE OF IMAGE)

This phenomenon is closely aligned to diffusion and change of focus, but since
it is readily apparent, even with small optical telescope systems, and is of higher
frequency, it is generally classed separately. Pulsation is generally attributed to
intermediate layers of disturbance; however, this is still open to discussion.

Pulsction defines the change of point source image size with time and is random
in nature. The smaller size apertures give sharper images, the large size, ruzzy
images. At higher powers the image looks like a pinwheel moving first in one direc-
tion and then the other with the rays receding and extending randomly.

Change of point source size with time (pulsation) will cause incomplete cancel-
lation in comparison circuitry. It will cause increased element occupancy when
integrated over longer time perioda, in an attempt to get lower cancellation false
alarm rates.

The effect is readily studied by the variation size of stars (point sources) imaged
on a film plate or focal plane. The smallest possible image, of course, will be
limited by the circle of confusion of the optics involved and is not to be confused
with the pulsing effect itself.

It is generally believed that the sharpest or smallest image Is also the true
image. As th- image of a larger object (other than point source) is resolved, the
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exact shape comes under question since both pulsation effects and dancing effects
are apparent. Analysis of the effect to date points to validity in the assumption that
the smallest, sharpest is probably the more exact - but there is still some question.

7. DEFOCUSING

There is very little literature on the defocusing phenomenon and less on the
defocusing gradients. Astronomers have long noted that longer focal length photo-
graphs of the moon and planets move in and out of focus over a period (generally on
a 1/2 to 2-1/2 min. cycle). Since it is relatively slow, techniques are more easily
adapted (most involve manual control) to vary the focus to obtain good focus over
long exposure times, or simply shutter exposure to those periods of good focus.

The extent of area or angle uithin a given field of view that will be in focus at
any one time is probably more a functira of apc,-wre than field of view. That is,
this problem is more pronounced with larger apertures (20" or more) than with
small (less than 10 inches) apertures. Even short exposures, 5 milliseconds or so,
exhibit this effect.

More studies are necessary before this phenomenon and its causes are better
understood. Defocusing is not of serious concern except in high resolution work.

8. INVEIRSION LAYER

When working with larger apertures, 12" (to a small degree) and especially
over 24", the inversion layer introduces distortions. The atmosphere, due to this
phenomenon, acts to refract various parts of a plane wave by different amounts.

9. DUST AND SMOKE CONTENT

Dust in the atmosphere can be a serious limitation on "good seeing" but since
it is primarily a matter of site location, due to local wind and air conditions, it
should be treated as an important factor influencing site selection and thus hopefully
eliminated or at least minimized as a factor.

Smoke effects predominantly the photographic (blue) and visual wavelengths
with little or no effect as the near and infrared wavelengths are used. For instance,
even the S-1 photocathode surface will see through all but the very dense smokes,
provided, of course, visual cut off filters are used to limit saturation from nearside
light reflected from the smoke itself.

10, WEATHER

Except for light haze and smoke, visual and near infrared equipments are, for
all practical purposes, limited to clear weather operation. However, even the S-20
response, which extends to .85 microns, permits penetration of haze and very light
fogs provided red cutoff filters are used to cut down saturation from nearside re-
flected and scattered light. See Figure 1-24. Figure 1-25 shows that even without
filters the improvement to . 85 microns permits viewing through light overcast
even though not possible with eye.

Light and moderate fogs can be penetrated to a degree by use of infrared; the
further into the infrared, the better the penetration. The S-1, with an 87C Wratten
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CLOU 'SAd

Figure 1-25. NASA Wallops Istand Balloon, Viewed from Schenectady
by GE Electro-Optical System: 6:30 PM 2/27/60; Range 600 Miles;

Scan 1/30 Second: Optics 2,8 Inch

filter to cutoff nearulde reflected light to reduce saturation of the tube, will pene-
trate reasonable distances in light and medium fogs. See Figure 1-22 in addition
to Figure 1-23.

Where missile launch monitoring is desired, the flame energy can be seen
using near infrared, though visually it will not be observable. Here it is a matter
of getting the sensing equipment nearby and then following the missile up through
the fog. The success here is due to the fact that though the fog penetration, is
ir•possible for only relatively short horizontal distances, the vertical or altitude
thickness of fog is relatively small. The denser fogs generally being more com-
pact in thickness are thus penetrated as are the lighter fogs; 1500 to 3500 ft. thick-
ness being reasonable estimates from weather bureau data.

For more detail discussion, see G.E. TIS Reports on this subject.

Rain is more readily penetrated using near infrared than would normally be
expected. In fact, heavy rain.is often less of a problem than light rain especially
in scene surveillance. Snow, as particle size increases, is more heavily attenuated;
however, again penetration is better than with fogs. Red and deep red filtering
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helps to cut down nearside reflection and light from saturating sensing element, and

thus improves penetration ability.

11. SUMMING UP THE EFFECTS

Tho common important factor is the frequency or time dependence of the "Seeing"
problems. if short exposures are made (approximately 5 msec or shorter) dancing
is stopped, as is defocusing in portions of the field, thus leading to sharp images.
For an appreciable fraction of the time, a pulsating image will also remain sharp,
if the exposure is made at the time of smallest image. In "excellent" seeing the
stable condition may last from 10 to 20 msec. Inversion layer spectra shows simi-
lar effects but much more needs to be done to document and thoroughly explain the
effects which for the most part are random with time, though they may have some
periodicity.

Thus little can be done with direct processing until more knowledge is available.
The I. 0. 's sensitivity coupled with its ability to be exposed at varying controlled
times offers hope for some breakthroughs; in the meantime, we will have to design
around many "Seeing" errors. G. E. Photo-electric Observatory Report(1 0 ) treats
"seeing" problems in more detail.

D. TARGET BRIGHTNESS FACTORS

The targets or objects to be detected, separated, confirmed, resolved, tracked,
etc., must have one -r more characteristics distinct enough for detection with re-
spect to background. L'hus, besides being bright enough for detection, at least one
other characteristic (most commonly, motion) must also be present to confirm
separation. The factors include the following:

1. Velocity and Location

2. Illumination and/or Brightness

3. Reflectivity

4. Illumination period

5. Spectral Response

6. Attitude

7. A priori Information

The rates and brightnesses(1 1 ) of medium and high altitude satellites and space
probe targets dictate different parameters and trades in the system synthesis and
thus represent important considerations for establishing performance.

NOTE 1. It is usually the relative target velocity that sets performance
limit and affects other criteria; hence it should be established early in
the system analysis procedure.

(10)j. F. Spalding. Photo-Electric Observatory Report #3. G. E. Co.
#61GL146, 1961.

(II)D. J. LaCombe, The Prediction of the Brightness of a Body in Space, GE
Co. Report #TIS R62EMH60.
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NOTE 2. In addition to the data given in this section, the Volunteer Satel-
lite Tracking Program - Phototrack Bulletin has been included in Appendix
VI for reference.

1. TARGET VELOCITIES (RELATIVE TO BACKGROUND)

The targets and objects that are to be detected, etc., against the sky noise
background include such a wide range of velocities, altitudes, locations, and direc-
tions that no one method will cover all possibilities.

A satellite will have a zenith (maximum) angular rate set by its period, which
is proportional to the 3/2 power of its distance from the center of the earth.

The angular velocities involved range from retrograde velocities (backwards
to earth's rotation) through zero, relative to celestial rate (earth rotation 150 /hr),
to 30/sec for a 100 mile altitude satellite.

At 3000 miles the zenith angular rate is 3. 50 per minute of time.

At moon distances the rate will resemble that of the moon or approximately
one [?r/day; 150 per 24 hrs., 0. 6 amx/rmin. of time.

For other values refer to Figure 1-26.

The targets can usually be grouped into four categories involving their velocity:

(a) Low altitude targets (orbiting satellites and ballistic trajectory targets)
100 to 2000 miles. (30 to 0. 10 /second)

(b) Medium altitude targets (orbiting satellites, hig lob missiles, etc.)
1200 to 30,000 miles. (150 to 10/minute) (15 sed/sec to 1 'e /sec.

(c) High altitude targets (orbiting satellites, including synchronous satellites,
moon orbits, etc.), 15,000 to 300,000 miles. (10/rmin. to sidereal rate
or even retrograde)

(d) Space probes 100,000 miles or greater. (At or near sidereal rates).

Low altitude satellites are illuminated for only a few hours of the day and can
be catalogued by the active radar network and thus are not considered targets for
Electro-Optical surveillance, except as they would affect false alarm rate unless
considered. Medium and high altitude satellites and space probes provide a field
of application for electro-optical requirements/systems, and are also generally
well beyond the capah ilities of the most powerful radars. Figure 1-26 illustrates
the range of velocities of orbiting 'vehicles and space probes.

2. ILLUMINATION FACTORS

a. Illumination Sources and Object Size and Location

A target or object in orbit or on a ballistic trajectory (unless carrying a
brighter self-contained light or energy source) normally will be illuminated by one
or more of the following: the sun, the moon albedo, the earth albedo, or a directed
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light beam or other energy source (such as a laser),. Since we are coný;iderinti" only
passive systems, the latter possibilities will not be discussed.

If the target Is not in the shadow of the earth (or moon) the primary source
of illumination (for objects within the solar system boundaries) will be the sun, with
much less from the moon or earth albedo.

Trhe sun's total brightness is -26. 8 magnitudes

The full moon is -12. 2 magnitudes

The earth Illuminated (new moon) is -2. 0 magnitudes
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The luminous intensity of a specularly reflecting sphere is

(1) 1 a FR2 /4 where a) is the reflectance efficiency

F) is the Incident Radiation (14,200 ft. candles from
the sun at earth distance)

or 1.42 x ,04 lumens/ft 2

R) is the object radius

The luminous intensity of a diffuse sphere with full phase (00) illumination

is

(2) I = 2/3 a F R2 K where K is the phase function and is equal to I

at full phase K ý (I - 6) cos6 + sinO

The resulting illumination to the observer is inversely proportional to the
square of its distance from the observer; i. e., E n 1/D 2 when .) is z<<tfhin the sun:-
earth distance.

The following table gives the photo-visual magnitudes of a one meter radius,
100'1" reflecting diffuse, full phase sphere at various ranges when illuminated by the
sun and viewed through one standard atmosphere for absorption (xenith). For other
elevation angles and conditions, see Figure 1-22.

d Yn d m
Miles Photo-visual Miles Photo-visual

100 -0.3 700 3.9
150 +0,16 800 4.2
1>00 + 1.2 900 4.5
250 +1,7 1000 4.7
300 ý2.1 1200 5.1
350 +2.4 1500 5.6
400 2.7 2000 6.2
450 3.0 3000 7.1
500 3.2 4000 7.7
600 3.6 5000 8.2

See Figure 1-27 for other values.

The specular sphere is dirnmr - than a full phase diffuse sphere by the
ratio of the constants 2/3 and 1/4 for formulas I and 2 and thus is 3/8ths (this cor-

responds to 83. 70 phase of a diffuse sphere) and is constant regardless of phase.
Thus to convert from a full phase diffuse t,, a specular reflector add 1. 05 mag. and
do not correct fo% 5 angle.

For greater ranges add 5 mag, for every 10 times of range. See Figure
1-18.
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For other sizes:

a change of (-) 3.58 in diameter, change (-) 1 mag.

a change of (+) .17 in diameter, change (-) 1/2 mag.
a change of ()10 in diameter, change (-) 5 mag.

For other values, see Figure 1-28.

b. Phase Angle of Illumination (similar to moon phases), Diffuse Sphere Only

The intensity of reflection illuminalion of a diffuse sphere is proportional
to the ar'ount of illuminated area reflecllng toward the detector, i. e., the illumina-
ition varies with the phase angle (angle of illumination source to object to observer).

The following table lists typical values of the phase function -'K) and the
corresponding magnitude differences for various phase angles. For other values
refer to IFigure 1-29.

Phase Angle (0) Phase Function (K) Add Magnitude (rn)

200 .955 .06
400 .805 .23
600 .605 .55
$3.70 .375 15

1200 '11 2,4
140 .035 3.6
1600 .005 5.8

Illumination or Brightness change rate can help identify an elliptical orbit
condition by the rate of change of brightness. However, reflectivity and target at-
titude may overshadow this effect; cVnsequently, it can not normally be used.

3. REFLECTIVITY FACTORS

The energy reflected (radiated or re-radiated) depends on the suilace reflec.-
tivity (from snining metal todull black absorption type paint). The following table
illustrates corrections for various reflectivities: See Figure 1-30.

90% Add .16 mag
60% Add .66 mag
40% Add 1.0 mag
16% Add 2.0 mag
6.3% Add 3.0 mag
2.5% Add 4.0 mag
1% Add 5.0 mag
0.1% Add 7.5 mag

.01% Add 10.0 mag

4. ILLUMINATION PERIOD

The period of day that a low altitude satellite is illuminated depends on its alti-
tude, the calendar day and the latitude of the observer. Figures 1-31A and 1-31B
are typical of 450 and 300 latitudes.
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Ihig~her attitudes than shown are illuminated nearly or wholly throughout the
night hours.

5. SPECTRAL RESPONSE

The spectral response depends, of course, oti the illumination source and the

body itself. For the most part we are concerned only with sun illuminated objects.
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However, with infrared electro-optical equipment, the target's temperature willestablish the value of luminosity. Thus, each case should be checked carefully ifnot specifically defined in the requirements. The matching of object vs backgroundto sensing element spectral response can be of great use in confirming specific ob-jects, though normally the differences from the sun spectrum will be small. How-ever, we might be concerned with differences in spectra of stars to object, as manystars differ in the infrared regions though normally the energy values are too lowfor satisfactory results.
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6. ATTITUDE

The attitude of the target may be used as a separation method but it is more
important as an identification feature, i. e., tumbling, spinning or other motion
setting up periodic variations of reflectivity can help provide identification and pur-
pose of the object. The presence of "Paddle Wheels" etc., are a factor especially
in size and glint conditions in considering separations as well as identification.

7. A PRIORI INFORMATION -- ORBITAL PARAMETERS

Knowledge of type, sizes, drag ratio, orbital parameters, etc., of expected
and possible configurations of vehicles will often aid in separation of object as well
as identification and classing of various objects, and thus this becomes important
to the art.

E. PASSIVE OPTICAL TECHNIQUES FOR SEPARATING OBJECTS

An introductory discussion of techniques for separating objects from a celes-
tial background was given in Section I-A. The various passive techniques specifi-
cally suited to the aerospace surveillance task are outlined in this and subsection
F. In Section IV, systems applications of these techniques are reviewed and ana-
lyzed for probable performance.

The two basic separation methods are the Binocular (stereo) baseline (two or
more simultaneous looks to stereo (3D) separate an object located between observer
and the stellar background), and the monocular (single station) using catalog com-
parison methods; that is: the separation of a new object from the celestial environ-
ment is by comparison of the present with that of some interval catalogued in the
past. The advantages, disadvantages and system conditions are discussed in Sec-
tion IV.

1. BASELINE (MULTI SENSOR) SEPARATION TECHNIQUES

Where immediate recognition of an object not at infinity is desired or ,f the
catalogue reference of a single site may not be sufficiently up-to-date, then two
baseline separated sensors can be used to "triangulate" and separate objects from
the stellar background (lnflnity;: 3D or Stereo Effect.

The two sensors or sites are separated on the earth's surface by some base-
line distance and operated so as to view simultaneously the same celestial position.
If an object is not in the stellar background plane but is at some finite location (alti-
tude) between the background and the observing stations it will be observed in 4lightly
different positions relative to the stellar background. In the multi-station, baseline
separated, Site (stereo) system this apparent angular displacement (parallax) is used
as a basis for separating the object from the celestial background.

2. MONOCULAR (SINGLE SENSOR) SEPARATION TECHNIQUES

The monocular or single sensor separation techniques utilize catalog compari-
son methods; i. e., the separation of a new object from the celestial environment
is by comparison of the present environment with that of some interval cataloged
in the past. The interval may be a temporary or short time catalog, for the delay
interval (M. T. I. ) technique, or a long time or nearly permane,,t catalog for the
reference techniques.
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In actual equipment functions the comparisons are made by; (1) using delay
interval of a present electronic picture image or frame with a similar earlier pic-
ture or frame temjlorarily stored (catalogued) on a storage tube, magnetic (video)
tape, thermoplastic tape, or a second delayed scanned image ortbicon, etc. ; (2) re-
cording the photon output transmitted thru a special film negative (taken earlier -
permanent catalog) registered to cancel the known environment at the image plane
ahead of the sensor; or (3) reference to a catalogue of the known environment such
as scanning a film picture and comparing with the video of the image orthicon
sensor.

Note that methods 2 and 3 give instantaneous results much like the Binocular
or multisensor baseline separated method in its stereo analysis for separation.
Note also that the stereo analysis is complicated electronically though simple for
the human eye and brain.

a. Delay Interval-Temporary Catalog (•MTI) Technique

One of the most direct techniques for separating objects is the comparison
of a present condition or view with that of an interval cataloged in the past, the
in~terval delay being selected according to the relative velocity of motion of object
and observer with respect to the field of view being covered. This technique, com-
monly termed a Moving Target Indication (MTI) Technique, will thus distinguish or
separate an orbiting object from a stellar background.

In the M. T. I. system, the two viev.s are compared on a•n element by ele-
ment basis and if the image signal of a source occurs in nearly the same position
in both views it is considered to be a star and is rejected. If, however, a signal
does not occur in nearly the same position in both views it is considered to be a
target and is accepted for further processing. The basic technique used to detect
the apparent motion is to store an image of the video signal output from the 1. 0
sensor electronics (camera) and then, while keeping the "look" position fixed on
the same celestial field, electronically compare successive video images with the
one stored and proce:-- the difference.

The picture is read into a storage tube and then at the time of comparison
is read out and compared. In this way the storage tube linearity and image orthi-
con linearity is of no concern. Errors would occur if the write-in-read-out regis-
tration of the storage tube differs, this is generally small. See Section IV for fur-
ther discussion.

b. Film Catalog (Image Plane Cancellation) Separation Technique

Object separation by reference to an earher recorded (catalog) refereice
can be accomplished (1) by using the reference catalog in the form of a film nega-
tive introduced between the collecting element (optics) and the sensor (I. 0. Tube)
to cancel non-moving or previously present celestial objects or (2) by using the
reference catalog in the form of a picture, scanned electronically and compared
with the video from the observing I. 0. equipment for cancellation of the non-moving
or previously present celestial objects electronically. Note: both catalogs can be
up-dated by adding or removing or moving known objects such as planets, etc.

Note: In method 1 the cancellation is at the image plane before the Sensor
whereas in method 2 the cancellation is at the video output of the sensor.



Film catalog imagi? plane cancellation technique consists of a film negative
placed between the optics or collector and the image orthicon or sensor. The ob-
ject of the negative is to prevent the light from the stars and other celestial bodies
from striking the sensor and at the same time to allow any light from satellites or
other space vehicles to pass through and be detected by the sensor.

The negative is prepared by placing an unexposed photographic plate in I
position which is later to be occupied by the negative and exposing it to radiation
from the collecting optics. Upon development, the areas of the plate exposed to
star light will be darkened while the other areas will remain clear or nearly so.
This exposed plate when placed between the collector and the sensor where it was
exposed will attenuate the starlight and transmit the light from any source that was
not in the background when the plate was exposed. See Section IV for further dis-
cussion. L

c. Film Catalog (Video Cancellation) Separation Technique

Cancellation of the previously recorded celestial environment can be ac- I
complisbed by scanning a catalog reference photograph with a flying spot scanner
and then comparing this electronic picture with thit video from the image sensor
(1. 0. camera) when looking at a similar field of view. Any new or different posi- .
tion of objects from the referenced photograph would immediately be apparent.

The technique is similar in many respects to that of image plane cancella-
tion and the same problems are experienced, such as (1) obtaining a good and com-
plete reference catalog, (2) keeping it up-to-date and (3) registration required for
adequate performance.

In the ease of registration, the image plane cancellation problem is pri-
marily electro-mechanical adjustment for alignment whereas the video comparison
scheme allows for electronic servoed alignment. The error signal source is the
same of course, and is quite complicated since translation and rotation are involved.

The performance of the video comparison is quite similar (possibly better)
since the relay lens loss (and film attenuation if Any) is eliminated.

F. SUPPLEMENTARY TECHNIQUES

Thae prime purposes of aero-space surveiilaace systems are to (1) provide an
alarm for new objects and (2) provide orbital prediction data. Of course, the
sooner and more accurate the positional data is, the better and more useful the
predictions. The production of accurate positional data fron- q surveillance equip-
ment is compromised in favor of improving alarming and detuction probability.
That is, the field of view is made larger so as to cover more sky in less time, this
sacrifices positional data accuracy. For low appearance rates a s:applemental sys-
tem involving tracking of designated or suspicious alarms for accurate orbit or
trajectory prediction may be appropriate and a most practical overall system net-
work. Further discussions are includA.d in Section IV.
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SECTION Ii. EQUIPMENT PARAMETERS AND TRADES

A. OPTIC PARAMETrERS AND MOUNT REQUIREMENTS

The optics portion (the lens system) of any equipment involving electro-optics
or optics imaging techniques is the energy collecting and transfer device between
the object (including environment) and sensor. The sensor and electronics (or film)
is the detection and/or reading device.

The performance of the combination depends on the number of photons collected
from the target and background for each resolution element in the total picture or
imaging area and is primarily a function of:

a. Lens effective area (aperture diameter squared minus any aperture block-

ing)

b. Lens effective focal length and the f/number

c. Quality and type of lens

d. Imaged area or sensor type and collecting area

e. Time per picture (exposure time or scan time)

f. Resolution ability and time per resolution element (TV lines and bandwidth)

g. Relative angular velocity of object to lens axis

The primary performance lit, Itation of a space surveillance system is set by
the selection and capability of the optical lens system and the brightness of the night
sky background. The lens '^speed" i- maximized to get a large collecting aperture
together with a wide field of view. lowever, the focal length cannot be made too
large otherwise the integrated energy po' sensor resolution element area of the faster
moving small objects will not be sufficient for detection for the allowable time; that
itý, the sky must be covered tonight; econornitally.

The aperture size, focal length and lens optical quality needed also depends :)n
the detector type, size and sensitivity (speed) and the flux density of the target to
be detected or resolved in a given background and field of view. The flux density
of target may be (1) concentrated in a point source, (=) spread over an area due to
its being resolved, or (3) spread over a length due to target motion. Thus we have
t1 ree distinct conditions or cases to anakyze in selecting a lens. Before taking up
these cases in detail a few paragraphs on optical fundamentals seem in order.

1. RESOLVING POWER OF ri LENS

Two equal intensity points can be distinguished as separate when their diffrac-
tion disk images formed on the retina (cr sensor) do not overlap more than the half
power radius of one of the disks. Hence the theoretical limit of resolution is the
half power diameter of a single disk image at the lens image plane, for images of
about the same intensity.
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1. 22 X
O Angular limit of resolution n radians -. 22

D

A Wavelength of light D - diameter of the lens
For 5500A and D in inches this becomes 0 insecs

D

No matter ' ow perfectly the aberrations of a lens (lens system) are corrected,
the image of a point object can never be a point, but rather a small diffraction
disk (Airy disk). To minimize the physical size of the disk, the lens diameter
(aperture) must be maximized and the focal length minimized. In addition to lens
optical design factors the size of the disk is a function of wavelength and the wave
character of the incoming light.

In making larger lenses, it is increasingly difficult to grind them precisely
and thus this diffraction limit is less likely to be approached in practice. For in-
stance, a good 5" lens can reach the diffraction limit of 0. 9 gee in separating two
similar brightness point sources. However, a 24" lens will be more nearly 0. 33
to 0.4 sec rather than the 0. 2 . diffraction limit. The single edge of a spread
resolved object will, of course, be 1/2 of this angle and if the contrast at the edge
is sharp (around 100%) Pnd the signal to background is high, then the edge will be
defined to about 1/3 or 1/4 of the arc limit for separating two similar brightness
point sources. Thus, for a high performance high resolution system, resolution
element size (grain size, no. o0 TV lines, etc. ) should be selected at 1/3 to 1/4
the lens resolution limit for 2 point sources. Also, there is no point in going any
smaller as the len' limit will diffuse. edges and points to these values.

The above paragraphs assumed a lens of such optical quality that all other lens
errors were less than the diffraction limit, which is not always possible in practice.
The following discussion of aberrations of lens or lens system, treats some of
these errors. The optical systems engineer and/or designer compromises and
trades one factor for another of the separate aberration conditions and chromatic
variations in meeting the requirements of particular applications. The aberrations
are interdependent and correction of one may aggravate or even reduce another.
As long as he has a sufficient number of variables to work with (kind of glass, type
of less, system configuration, f/number, focal length, aperture, stops, etc.) he
can attain a reasonably good lens for a given requirement.

Thus, lens specifications should be written more in terms of requirements at
the focal plane or, better yet, the sensor surface and then if the designer chooses,
for example, to stop down a larger diameter to meet other requirement. he will
have such freedom. Obviously, such complete freedom is not always practical,
so the optical designer and equipment engineer will need to cooperate for making
the best trades for successful and economical application.

The following discussion of aberration of leses is condensed from he its.
CUSSIDos Is the 0. Z. Opt~sl Haniaedvn dlbeok (1) Seoion 1.

(1) J. A. Mauro, G. E. Optical fEiesering Hmndbook G. 2.

Dept., 0ortnton, Pa., tIHZ.
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2. ABERRATION OF LENSES

There are seven classical aberrations defined for an optical system plus
chromatism and achromatism. The monochromatic aberrations are:

1. Spherical aberration

2. Coma

3. Astigmatism

4. Curvature of field

5. Distortion chromatic aberration

6. Longitudinal

7. Lateral

a. Chromatism

Most optical materials have an index of refraction that changes with wave-
length. Since the index of refraction determines the focal length of a refracting
surface, the focus point varies for different wavelengths (color) of light. This
action is demonstrated by a prism in separating a bean of light into its spectrum.

This effect permits analyzing a light source but it is a very undesirable
aberration in an optical system. Thus, in a single refracting lens, unless the
source is monochromatic, the image of a point source cannot be a point but rather
a composite of blurred circles of different magnifications forming a halo of colors
about the image point, dependixg t e vloeugthe of light from the source.

b Achromatism

To correct chromatism a combination of two or more kinds of glass
(Flint and Crown) with different refractive indices and dWpersions are selected.
By selecting different ctirvatures and thicimess with the difference indices a lens
system with the right focal length can be calculated so the individual dispersions
will "cancel".

Chromatic aberratiopns do mt ei In qao systems employing mirror
surfaces since mirror optics do net we tSo tuin of refraction to form an image.

c. Spherical Aberrations

Light rays from a spp'e point source will come to the focal point if they
are close to the principal axis p.araxial region). However, as the distance off' axis
is increased, the more the rays are -efracted in passing through. These marginal
raYs cross the principal axis closer to the lens than the ideal focal point. The dif-
ference in focus point of the marginal rays to the paraxial rays is the spherical
aberration. It is positive for a converging lens and negative for a diverging lens
and increases as the square of the aperture. By combining lens of different re-
fracting power, spherical aberration can be corrected.

It is also possible to eliminate spherical aberration in an achromatic lens
while still retaining the ratio of total curvatures of the two elements required for
chromatic correction. Although the c...its f1w acromatim and the required
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focal length completely define the total curvature of the two glasses that make up
the achromat, they put no restrictions upon the distribution of these curvatures over
the two surfaces of each element. Thus an infinite number of lenses are possible
with a given pair of glasses, and among them are those curvatures that are required
for the correction of spherical aberration. The process of changing or redistribu-
ting the curvature of a lens without changing its focal length is known as "bending"
a lens.

d. Lens Bending

By changing the radii of the two surfaces of a lens the spherical aberration
can be reduced to a minimum, but cannot be made to disappear entirely. This is
shown by drawing a graph using the shape factor "q" which is defined as:

r 2 + r 1q=
r 2 - r 1

where rI and r 2 = radii of the lens surfaces.

e. Aspherizing

Aspherizing is the process of modifying one or more spherical surfaces
in an optical system to compensate for spherical aberration.

f. Extra-Axial Points

For objects points off the principal axis, called extra-axial, additional
aberrations become troublesome in the formation of optical imagery and steps must
be taken to correct them, as was shown for chromatic and spherical aberrations.
When defining these aberrations let us consider monochromatic light, as in the
came of spherical aberration. Since white light is made up of the wavelengths of all
colors, an image of an ordinary point source wwd ontain a summation of indivi-
dul aberrations for every wavelonth eommmf AM the source. Hence, mono-
somatic light is chosen fir imnliolW.

g. Astigmatism

A monochromatic extra-axial point source sends off radiation that strikes
a lens obliquely. After refraction such a point forms either a line or a blurred
ellipse as an Image instead of a point, a phenomenon that is known as asLigmatism.
If a fan of rays emanating from an object strikes the lens vertically, in the so-
called primay or tangential plane, it comes to a focus at one point. If the fan of
rays strikes the lens rizontally, however, in the so-called secondary or sagittal
plane, it comes to a focus at another point. (The primary anf-se-ondiiry planes are
taken perpendicular to each other.) Each possible fan of rays emanating from the
game source and striking the lens between these two defining planes, thus, will
find corresponding positions between these points.

If a screen is placed at the first point it will show a short horizontal line
as the image of the point. If the screen is moved toward the second point, this
image line changes first into an ellipse and then into a circle. As the screen is
moved further toward the second point, the circle changes into a vertical ellipse
whose Mros saxs liveressas s mmoor ads decreases until finally a straight
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vertical line is formed at the second point. Hence, the object is not represented by
an image point anywhere in the image space. The difference between the image
points is called the astigmatic difference and the round disk or circle formed between
the points is called thtecir~cleiofleastconfusion.

Unless astigmatism is corrected in an optical design, the definition of the
image will be reduced. Note that there is no astigmatism for images formed on the
principal axis. Also, while astigmatism is independent of the aperture of the lens
system, it varies with the image height from the principal axis.

h. Curvature of Field

The positions of the tangential and sagittal foci may be plotted for object-
point rays striking the lens at varying angles. The plot of these focal points Nkill
form curved surfaces. The tangential surface will almost always have the greatest
curvature. If there was no astigmatism the tangential and sagittal foci would coin-
cide, and the image-points would lie on a curved surface called the Petzval surface.
The Petzval surface is also commonly known as) the curvature of field, and uncor-
rected is a cubic function of the angle off axis. The Petzval curvature is present
even after astigmatism has been corrected. Hence, if a flat screen were placed at
the axis focal point the image would appear sharp only in the center of the field ard
would be out of focus towurd the edges. Petzval curvature may be positive or nega-
tive. With the proper combination of positive and negative lenses a flat anastigmatic
field can be obtained.

i. Distortion

Common forms of image distortion produced by lenses, after all other
aberrations are reduced almost to zero, are pin cushioning and barrelling. If the
image point makes an anglular change greater than the corresponding object point
for each position away from the princip-a axis, a distorted image of a square grid
will be formed. The lens is then said to have negjativeor pincushion distortion. On
the other hand, if the image point makes an anguFlar chang-e-simalerthan twe cor-
responding object point for each position away from the principal axis, the image
of the square wire grid would be distorted, and said to have positive or barrel dis-
tortion. It is to be noted that distortion is a cubic function of the imageTRe•it, but
is independent of the aperture size.

The diference between the ideal position of the image point and its actual
position with respect to the axis is taken as a measure of the distortion, It specifi-
cally refers to the circular ring or zone around the principal axis and in the plaue
of the image. Distortlon is measured in percentage and defined by the following
equation:

Percent Distortion = h' - -h x 100

where

h'- Magnification of actual image

h Msagnfication of Ideal Image
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Image distortion affects only the relative lot, tions of the various image
points with respect to the principal axis. Since all th.dce points lie in the same
pha perpendicular to the principal axis, image distortion does not affect sharpness.

j. Coma

Coma is the irregular shape of the -m:•c area for point objects located
just off the principal axis and is the most obje(-ziow'ible of the oblique aberrations.
While an astigmatic ir-.age is blurred, it is nevertheless symmetrical about its
axis or principal ray. In the case of coma, however, there is no indication where
the image center should be.

A comatic image will be obtained, when the principal ray strikes the image
plane either above (positive coma) or below (negative coma) the focus of the edge
rays.

The cone of rays through each vone of the lens comes to a focus as a cir-
cle rather than a point. The largest circle (at the bottom) contains the foci of all
rays passing through the outer most zone. The smaller circles (near the top) are
formed by rays passing through succ,-ssively smaller zones of the lens. The small-
est (top) circle is a.tually a point at 'he vertex of tLe figure and contains the princi-
pal ray through the center of the lens. When a comatic image is viewed it appears
as a varying intensity cone because more light is concentrated toward the vertex of
the figure than toward the lower end.

It is evident that 1-mage points, on the principal axis have no coma. As the
field is increased, however, by 3electing image points farther off, the axis coma
increases quite rapidly. The comet-shaped image grows as the square of the aper-
ture and directly with the distance between the object point and the principal axis.
Since coma in a function of the shape of the lens, It cam usually be reduced by cor-
recting the lens curvatrre, i.e., by bending.

k. Transverse Chromatic Aberration

Another oblique aberration, known as transverse chromatic aberration or
lateral color, Is the result of a variation of the magnification with .the wavelength
oTfr.-"i'i7 s aberration exists even when a system has been chromatically C-br-
rected for axial points. Its effect is to produce tiny spectra arranged radial2,
around the principal axis. Transverse aberration is measured in terms of the dif-
ference in image sizes. It does not exist at all for axial image points and d(,e,,; not
vary with aperture. All the wavelengths meet at the focus polt after oorrection,
aevertheless, the magnification of images varies wltb wavokh. 4tb a tiMy spec-
Wa array will be imaged for a" 4Objet point.

I. Lcns Correction

Since oblique (extra-axial) aberrations vary with the diftance of the object
point from the principal axis and with the aperture, they become troublesome in
the case of systems with a wide field of view or large apertures. These conditions
are particularly prevalent in camera lenses, and the difficulty in correcting the
aberrations readily explains why they are so expensive. Most telescopic systems
have a rather small field of view and a fairly small aperture, and, therefore are
not greatly traed by aherralba due to extra-axial image points.
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It is impossible to correct an optical system for all aberrations for more
than one specified object point. Apparently this would eliminate the possibility for
any appreciable depth of field (range of object distances for which sharp definition
can be obtained). It should be remembered, however, that it is unnecessary to re-
move all aberrations completely. Aberrations need only be reduced to ate magni-
tudes tolerable in the required usage of the instrument.

3. CAMERA LENS SYSTEMS

Camera lens systems differ from other types in the requirement for producing'
relatively large images on flat surfaces, that is, they must deliver a flat, as well
as a large, image field. Consequently, camera lenses must be highly corrected for
curvature of field, astigmatism, coma, distortion, and transverse chromatic aber-
ration. A small amount of spherical aberration can be tolerated, however, inas-
much as the grain of the photographic emulsion or resolution element size of the
sensor, itself limits resolution of the finest detail. In order to obtain accurate re-
production of the image adjustable focusing must be used.

Other factors determining the quality of image reproduction are the brightness
of the object, the amount of light that is allowed to pass through the lens, and the
sensitivity of the photographic film, or sensor.

a. Focal Ratio or f/Number

The amount of light in lumens/cmr2 that a lens objective delivers to the
image plane is determined by its focal ratio or f/number (symbolized f/). It may
be expressed simply as

focal ratio or f/number (f/) =focal length of objective
diameter of entrance pupil

Thus, a focal ratio of f/1. 5 means that the focal length is 1. 5 times the size of the
entrance pupil. (The amount of light is also proportional to the exposure time.)

If the focal length is constant, the focal ratio (or f/number) increases as
the entrance pupil is decreLsed, or conversely, the focal ratio decreases as the
entrance pupil is increased. An adjustable diaphragm, of course, permits chang-
ing the f/number as desired. However, the rating given to a lens always refers to
the larles available opening of the diaphragm.

Spee. The focal ratio of a lens is commonly called its speed, although the
relation between them is actually inverse. The relationship between focal ratio
and speed arises from the fact that increasing the size of the entrance pupil (that
is, decreasing the f/number) increases the brightness of the image and, conse-
quently, cuts down the time required to record the image on the plate. The smaller
tIC.L/number, therefore, the greater is the speed of the lens. Hence, an f/1. 5
lens is fast compared with an /8 le7ns. For an infinitely distant object, the amount
of light falling on the film (and hence the speed) is inversely proportional to the
square of the f/number. The stopping device in a lens takes the form of an adjust-
abiris diaphragm between the lens elements which can be set to the desired f/
number marked on a scale. The scale in common use is marked f/2, f/2.8, 1/4,
f/5. 6, f/8, f/l. 3, etc. Since these numbers increase by v2 for each step, stop-
ping down to the next number entails doubling the exposure time, to collect the same
mumber of photons.
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b. Depth of Focus

Another effect of stopping down a lens is to increase the depth of focus.
It can be shown that with a sufficiently small aperture, the depth of focus can be
increased to such an extent that all objects at a distance from the lens between a
few feet and infinity would appear equally sharp on the negative and a focusing de-
vice would not be necessary. Such conditions actually hold for box cameras. How-
ever, the depth of focus increases not only with increasing f/numbers, but also
with increasing object-to-lens distance and decreasing focal length of the lens.
Hence, to make a suitable compromise between depth of focus and speed, the major-
Ity of lens-sensor equipment designed for serious work must be provided with focus-
Ing device provision.

c. Total Angular Field of View

The total angular field for a lens with a given focal length is limited by
the required corrections of lens aberrations, and determines the useful frame size
of a lens. Conversely, the frame size employed by a particular sensor or photo-
graphic elate area limits the total angular field of view for a lens of a given focal
length. Consequently, aberrations and poor definition are introduced beyond these
bounaries if the lens is used with a larger frame size. Usually this angle,O, is
calculated from the diagonal, D, of the frame and focal length (FL).

The total angular field for any lens, noting the focal length and the frame
size can be obtained from Figure 11-1. Curves showing focal length versus total
angular field of view have been plotted for diagonals of various film or sensor sizes.
By using the diagonal curve for the film size desired, the total angular field of view
can be determined for a lens of known focal length.

4. THE POINT SOURCE TARGET CASE (NON-MOVING) (CASE 1)

In the case of stars, and other targets, which can be considered point objects;
the amount of energy concentrated at the image plane of a lens system is propor-
tional to the collecting area or aperture (the square of the aperture diameter (D) 2 ).

The field of view of the lens system is set by the focal length and the size of
image plane utilized (sensor size). For a given sensor size, the field of view varies
inversely with the focal length, i.e., the longer the focal length the smaller the
field of view.

The smallest portion of a given field of view that can be resolved (resolution
element angular size) depends on the lens optical quality and sensor ability. In
the case of film, it is a function of grain size; in the case of an electronically scan-
ned detector, it depends on the resolution capability of the image section, spot size
of the beam and the number of scan lines. As we go to smaller fields of view with
the same detector size, a single detector resolution element sees a smaller look
angle, up to a limit; the absolute limit is the Rayleigh or diffraction limit for that
size of aperture. See Section If-A-1. The practical limit is a larger angle depend-
ing on the lens optical quality, or the atmosphere, wAichever limits first. Foxr all
cases where the resolution element is more than 1 sec 2, the celestial background
brightness values selected must be increased accordingly. Thus, if the smallest
resolvable element is 10 sec x 10 sec or 100 sle2 of arc, the background light on
each resolution element amounts to 100 times or -5 magnitudes. Thus, if we are
using 21 1/2m/6--"W for a clear sky loca',on, this would increase to 16 1/? m per
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resolution element for our equipment. See Figure 11-2 for apparent background
brightness increase vs resolution element area for other values. Also see Figure
11-34, showing brightness increase and resolution element size vs focal length. A
resolution element can be defined or limited by incoming object angle size at focal
plane (atmospheric perturbations diffraction, etc.) or limited or defined by image
physical size, capability of sensor (film grain size, number of scan lines, beam
diameter, etc.).

Since the resolvable element angular view area varies inversely with the square
of the focal length, the amount of background energy competing with the target sig-
nal can be reduced by increasing focal length (1/F 2 ); that is, the background energy
is spread out by changing focal length (looking at a smaller portion of sky area),
whereas the target energy remains as a point source and is not spread out. Thus
the longer the focal length, the smaller the background energy per resolution ele-
ment and the better the signal to background until the point soui .c image starts to
spread either (1) because it starts to be resolved, or (2) because of lens minimum
optical resolution limit is reached (diffraction limit or aberration correction limit)
or (3) due to the atmospheric spreading of the point target being imaged.

The exposure needed for a given threshold level for a point , nurce is not de-
pendent on focal length, but is proportional to the collecting aperture area (D) 2 of
the lens, as long as the focal length is long enough so that the background energy per
resolution unit is small compared to the signal energy. Thus, the point source flux
is proportional to (D)2 and the background flux density varies with (D/F)2 .

Similar to the control of signal energy vs background by focal length is control
by changing the size of the resolution element by use of a higher resolution sensor,
as long as the resolution element size is still larger than the point source optical
image.

There is a point, in the other direction, where a single resolution element
gets so large that the background energy begins to restrict the performance. (f/
number is defined as ratio of F/D.) Therefore, as the f/number is decreased, a
point is reached where the background light will become so large that the sensor
elements are saturated with background. In this case, if the sensor resolution can
be increased the background light would no longer be saturating because it is spread
out more and thus the system detection performance would be improved. For ex-
ample, with a fast lens < f/2 such as f/0. 9, on a bright might, or In the Milky Way,
a 1200 line system will out-perform a 500 or 200 line system.

5. THE DISTRIBUTED TARGET CASE (CASE 2)

The extent (field of view) of a scene of distributed target imaged by a lens sys-
tem is inversely proportional to the focal length (similar to background !a the first
case). But the amount of energy in a given scene is constant; therefore if we look
at less area of the scene (or spread a resolved target out further) by increasing
focal length, each resolution element area will receive (see) proportionally less
energy by (1/F 2 ). If we increase the area of aperture, the available flux at the
image plane will increase proportionally as before. Thus for extended sources,
the available flux density at the sensor resolution elements (exposure) is a function
of D2/F 2 or the inverse square of the f/number. It is constant as long as the
f/number (F/D) is constant (the case of photography). Also a faster lens (smaller
f/number) allows darker scenes to be viewed or photographed with a given sensi-
tivity (speed) of the sensor.
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b. Depth of Focus

Another effect of stopping down a lens is to increase the depth of focus.
It can be shown that with a sufficiently sinall aperture, the depth of focus car. be
increased to such an extent that all objects at a distance from the lens between a
few feet and infinity would appear equally sharp on the negative and a focusing de-
vice would not be necessary. Such conditions actually hold for box cameras. How-
ever, the depth of focus increases not only with increasing f/numbers, but also
with hicreasing object-to-lens distance and decreasing focal length of the lens.
flence, to make a suitable coinpromise between depth of focus and speed, the major-
ity of lens-sensor equipment designed for serious work must be provided with focus-
Ing device provision.

c. Total Angular Field of View

The total angular field for a lens with a given focal length is limited by
the required corrections of lens aberrations, and determines the useful frame size
of a lens. Conversely, the frame size employed. by a particular sensor or photo-
graphic plate area limits the total angular field of view for a lens of a given focal
length. Consequently, aberrations and poor definition are introduced beyond.thest
boundaries if the lens is used with a larger frame size. Usually this angle,0, is
calculated from the diagonal, D, of the frame and focal length (FL).

The total angular field for any lens, noting the focal length and the franme
size can be obtained from Figure 1f-1. Curves showing focal length versus total
angular field of view have been plotted for diagonals of various filn or sensor sizes.
By using the diagonal curve for the film siie desired, the total angular field of view
can be determined for a lens of known focal length.

4. THE POINT SOURCE TARGET CASE (NON-MOVING) (CASE 1)

In the case of stars, and other targets, which can be considered point objects;
the amount of energy concentrated at the image plane of a lens system is propor-
tional to the collecting area or apertute (the square of the aperture diameter (D)2 ).

The field of view of the lens system is set by the focal length and the size of
image plane utilized (sqnsor size). For a given sensor size, the field of view varies
iwersely with the focal length, i.e., the longer the focal length the smaller the
field of view.

The smallest portion of a given field (f view that can he resolved (resolution
element angular size) depends on the lens optical quality aLd sensor ability. In
the case of flhn, it Is a function of grain size; in the case oi an electronically scan-.
ned detector, it depends on the resolution capability of the linage section, spot size
of the beam and the number of scan lines. As we go to smaier fields oi view with
the same detector size, a single detector resolution element sees a smaller look
angle, up to a limit; the absolute limit is the Rayleigh or diffraction limit for that
size of ape-:ture. See Section 1l-A-1. The practical limit i. a Jarger angle dcnend-
Ing on the lens optical quality, or the atmosphere, wJchever limits; first For al
cases where the resolution element is more than 1 sec 2 , the celestial background
brightness values selected must be increased accordingly, Thus, if the smalle•!
resolvable olement is 10 s' X 10 sec or 100 s'e2 of arc, the background light o.
each resolution eqlment amounts to 100 times or -5 magnitades. Thus, if we are
using 21 1/2m/6.i' for a clear sky location, th, s would increase to 16 1/2 m per
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rtsolumior elnement 4,r out equipment. See Figure II-2 for apparent background
brightni ss :.*crease % * r*.!olution element area fur other Nalues. Also see Figure
NI-3V, Thoww-c. brightne-.,, increase' and resohotion element size vs focal length. A
resolution element can be ,fn'nned or limited by iucoming object angle size at focal
plane (atmrospheric pet turbations diffraction, etc. , or I/mited ar defiMed by image
physical size, capability of senst r (tilm grain size. uwmber of scan linesi. beam
diameter, etc.).

Since the resolvable eieme~at angular vitw area varies inversely with the squar
of the focal length, the amount of background energy competia with the target sig-
nat can be reduced by increasing focal length (1/F24; that is, the background energy
is spread out by changing focal length (looking at a smaller portion of sly, area),
whereas the target energy remains as a point source and is not spread out. Thus
the longer the tocal length, the smaller the background energy per resolution ele-
ment and the better the signal to background until the point source image starts to
spread either (1) because it starts to be resolved, or (2) because of lens minimu-m
optical resolution limit Is reached (diffraction limit or aberration currection limit)
or (3) due to the atmospheric spreading of the point target being imaged.

The ex-posure needed for a given threshold level for a point source is not de-
pendent on focal length, but is proportional to the collecting onerture area (D) 2 of
the lens, as long as the focal length is long enough so that the background energy per
resolution unit is small compared to the signal energy. Thus, the point source flux
is proportional to (D) 2 and the background flux density varies with (D/F)2 .

Similar to the control of signal energy vs backgrournd by focal length is control
by changing the size of the resolution element by use of a higher resolution sensor,
as long as the resolution element size is still larger than the point source optical,
imare.

There is a point, in the other direttion, where a single resolution element
gets so large that the background energy begins to restrict the performance. (f/
number is defined as ratio of F/D.) Therefore, as the f/number is decreased, a
poiat is reached where the background light will become so large that the sensor
clements are saturated with background. In this case, if the sensor resolution can
be increased the background light would no longer be saturating because it is spread
o8it more and thus the system detection performance would be improved. For ex-
ample, with a fast lens < f/2 such as f/0. 9, on a bright night, or in the Milky Way,
a 1200 line system will out-perform a 500 or 200 li.,e system.

5, THE DISTRIBUTED TARGET CASE (CASE 2)

The extent (fit- d of view) of a scene of distributed target imaged by v lens sys-
tein is inversely proportional to the focal length (similar to background in the first
case). But the amount of energy in a given scene is constant; therefore if v.e look
at less area of the scene (or spread a resolved target out further) by increasing
focal length, each resolution ele;ment area will receive (see) proportionally less
energy by (1./F 2 ). If vie increase the area of aperture, the available flux. at the
in.age plane will Increase proportionally as before. Thus for extended sources,
the available flux density at the sensor resolbition elements (exposure) is a function
of D2/F 2 or the inverse square oil the f/number. It is constant as long as the
f/nurn.ber (F/D) is constant (the case of photography). Also a faster lens (smaller
f/number) allows darker scenes to be viewed or photographed with a given sensi-
tivity (speed) of the sensor.
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Several interesting situations occur in the aerospace environment as a result.

Since the sun is the illuminator in most cases (for the moon, satellites, etc.) and
is constant for similar distances from sun, then on resolved objects the brightness
per unit angular area is set and is constant (except for rellecting efficiencies).
Thus, if the focal length is long enough to resolve the object, say the "Echo" balloon,
or any real large satellite, into many resolution elements, the brightness ol the im-
age and contrast (maximum signal to background) available to the system will depend
only on -he f/number, not the diameter or focal lengl.h, as long as the focal length and
diameter are large enough to resolve the object (and the optics are not diffraction
limited and atmosphere per'mitting).

Similarly in scene viewing, the faster the lens, the more energy density at the
detector. hi this case, if the lens is fast enough to reach saturation levels cf the
sensor in portions of a given scene, better results and more details can be resolved
with smaller resolution elements (more scan lines, finer grain film, etc.).

6. THE MOVING TARGET CONDITION (CASE 3)

The moving target may either be a point or distributed source. For any source
the s¢•nal is a direct function of flux density, and flux density is directly related to
aperture area (D2 ), and inver- y proportional to total image area. A spread object
has an image spread in two dimensions, and if it has or does not have relative move-
ment during the exposure the spread in either dimension is proportional to the focal
Icngth (F). So a spread object image area is always proportional to (F 2 ), and the
signal is proportional to (D2 /F 2 ).

For a point target with relative movement during the exposure, the total flux
collected is still proportional to aperture area (D2 ). A point object with exposure
moverrnent is spref-d only in the dimension of relative movement, and this dimension
is proportional to (F). Therefore, the image area is proportional to (F), and the
signal is proportional to (D2 /F).

Thus, the first point is to determine the object or target angular velocity, then
calculate the amount of energy arriving on a single resolution in the unit of time
(dwell time) or conversely the num-ber of resolution elements sharing the energy in
the unit of time (scan time). This will determine detectivity performance neglect-
ing any sensor time constant loss. If we express this in terms of aperture, focal
length, etc., we will see that the exposure for a trailed or moving object is propor-
tional to D2 /F for a given unit of time.

If we are to improve seeing ability of an objec' of a given angular velocity and
size against a given background (to overcome sensor time constant loss and reduced
dwell time) we must (1) increase aperture or (2) increase field of view of decreasing
focal length. This latter technique makes the single resolution element cover more
of the sky at a time and thus allows more time for the target to be in a single resolu-
tion element. Since these two factors are somewhat incompatible (we want a large
aperture, small f/number system) we must consider many trades to obtain high
performance on small, fast moving targets. A thorough analysis of energy available
from target and from the background will define which dimension is being "trailed"
and which is a point source. For diagonal motion the rates will only be 12 of the
actual rate, but we have the rate in both dimensions.
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7. LENS EFFICIENCY AND STRAY LIGHT

The lens discussion thus far covers refractive optic systems. For reflective
optics, cassegrain, catadioptic, Schmidt, Bowers, etc., special precautions must
be taken in addition to using effective aperture (actual aperture minus aperture
blocking due to secondary mirror and supports, etc.).

a. Lens Efficiency - Transmission Loss

A surface that separates two media is called an interface. When light pas-
ses through an interface its direction changes abruptly, part of the light is reflected
back into the first medium, while the rest proceeds into the second medium, but in
a changed direction. The portion that proceeds into the second medium is said to be
refracted. At each surface separating the two media there will be reflections and
refractions. As a result, the amount of light transmitted through the second medium
is less than the incident light. The amount of light transmitted in an optical system
is further reduced because of the absorption of light In the glass medium and the
cutting down of light bundles by the diaphragms.

In the case of a lens (refraction index - 1. 5) surrounded by air, 4,t of the
light incident upon each surface is reflected. Consequently, a lens or glass plate
in air loses 8% of the incident light by reflection. In photographic objectives and
military instruments, such as periscopes, range-finders, and gun'sights,. which
have many glass surfaces, a considerable amount of light is thus lost. Reflection
losses can be cut down considerably by coating the air to glass surfaces with anti-
reflection coatings.

Lens efficiency factors can thus be determined from the medium trans-
mission losses and number of surfaces involved in a refractive lens system and used
in the equations outlined; see Section II-A-A ar"! 9.

The small percentage of surface reflection from each lens surface in a re-
fractive system must be checked (even if baffled) especially if more than one lens
assembly is involved, since the range and sensitivity of the image orthicon will see
even the smallest amount of reflection as another diffuse object if it comes within
the limits of the photocathode surface. Even though this light may not appear as an
image, it may contribute to the background light level in the lens system even when
baffled and supposedly absorbed in the "optically black" lens tube. All background
and "stray" light not absorbed adds to the sky background light level and thus causes
the overall lens-sensor system to appear background limited sooner than would be
predicted solely from sky background and lens resolution calculations.

In a refractor lens system 1 ~ I pmaft slal (less than 3/4th
NMg/%"e 2 except in extreme "*es).

b. Stray Light

In a reflector telescope system. light (sky light, side light, etc.,) can get
to the image focus plane (sensor) witf-out going through the normal optical paths.

To reduce this "stray" light, the telescope if not encased should be wrapped
with heavy black felt or velvet cloth for a temporary measure until a more perma-
nent case can be made. If possible extend the case to reduce total angular open asea.
See F@gue !1-3.
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CAMERA

Figure 11-3. Reduction of Stray Light in a Reflecting Telescope

The following discussion outlines a procedure for closely approximating
the background contribution for "stray light" in reflecting and catadioptic lens con-
figurations. If careful attention is given, the lens-sensor system will consistently
perform very closely to calculated performance as experienced in our various ex -
periments with different optics systems.

Using the dimensions of the telescope, determine the ratio of the light from
dotted region (angular area x background light/unit area including unresolved + re-
solved stars, milky way, moon, etc., for area to be strveyed) vs the angular areu
of the main beam and its relative optical gain (effective aperture area vs the sensor
area). The background light in this case is normally at least twice the background
light used in other calculations since resolved stars are now present.

A typical reflecting telescope may have 3-1/2 times as much background
light reaching the sensor from the stray light (dotted region) than through the optical
path, thus the background is increased to 4-1/2 times or a decrease of about 1-1/2
al&W Magnitudes.

7 (2 d2)
Effective Aperture - (D - d

Stray Light Area = area of cone AC - cone BC

hckground Light including stars, etc. 2 x Mn/R (at least)

Main Optical Beam Area - X x (field of view)2

: :•:Area of CollectorMain Optical Gain =Area of Cetor (effective aperture used)

Area of Sensor

PAW of Stray light angular area x 2 x Background light

Main beam angular area x Optical gain

NOTE, To reduce this value a carefully designed cone shape shield can
be installed from the reflecting mirror hole forward tapering to
intersection of the 1st and 2nd reflection beam outlines.

8. SIGNAL Di;TECTION -- LENS SYSTEMS-POLNT TARGET CASE

When lens-sensor equipments are used at or near thresholds of noise
background conditions, then a systematic analysis for lens and sensor parameterz
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is needed. A brief discussion is given here; for more detail refer to Section i1-B,
C and D as well as the referenced reports.

The lens system is basically an energy collecting and transfer device. The
sensor, be it the human eye, film, or photocathode of an intensifier, or image orthi-
con with scanning beam and electronics, is the detection and imaging device. If we
point the lens to the sky and move it at celestial rates so that there is no relative
angular motion of a single resolved target point source (star or object) with respect
to the lens axis, then we have a signal plus sky background on one resolution element
and background on all nearby elements:

I N N N

B B B

"',.NS

NB NB NBI

If we look, or expose film or expose a photocathode at the image focus
plane of this lens for a finite time, we hope to detect the presence of a signal in a
background of noise. This means the signal area has to be significantly different
from other background areas of equal size, so that the probability of the background
being the signal value is very small. Since the number of background photons col-
lected by an area equal to the signal area in size (used to form the image) has a
Poisson distribution, th2re will be background image noise due to the non-uniformity
of transmission or brigahitess variation of these individual background areas. The
sigma of these background areas (same area size as the signal size) is the square
root of the background mean number of photons in the areas used to form the back-
ground image, with a Poisson distribution. The difference between the mean back-
ground image photons and the mean of image signal photons is defined as the signal.
Thus

Peak No. of signal photons (Ns)

/ r.ms, oisec round (NB)

ior good detection (approximately 90%) and a low false alarm rate (approximately
10-4) the signal should be 5 times the rms noise (sigma) of the background. This
onstant of 5 was first used by Albert Rose of RCA, In 1948.

S/ 1 Detection t5 N'

A normal image system has additional noise which has to be included to
explain system operation. For an image orthicon the equipment background NE has
to consider added beani scanning noise, and preamplifier noise. For a film image
the equipment background NE has to consider develoned particles due to fogging.
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N vX2 NB + N E

N = No X 1 4 M D2I 2t (2)

NB = NO X10-' 4-mBX- D 2t'<t

B 0 4 L

m9 = stellar mag of Object in mag/sec2

m = background mag/s-e2 sk

X is signal spread in sky s-c/sig width

IfX 2 N <<N then- 2 X Eff. of LensXt (3)

This will be true for a long focal length, small ciameter lens and shortexposure times. This is also the conditicn in a laboratory test where the back-
ground noise is made to approach zero.

Thus SIN NS_ as N -0-4•X2 NB + N E B

becomes N

SI4 N or limbled by equipment noise.

If X N >N then - K DL i 1%E-fof Lens (4)13 E N X

Total Image Width 3o 3600 TV Spread LinesA5730 cStivge Sgnal (5)
TV Lines

Since
K . 2 lD.ff t N

8/ND2 Eff t. NB + NE

K - D2 - Eff-t t. Ngt K vrEff •D I t •NS
= ~ ZI --/ . If t • -V NB JX N
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smaller than the equipment noise (the condition for a icng focal length lens with
short exposure times) equation (3) shows S/N increase with square of lens diameter
(DL 2) and directly with exposure time (t) Thus performance curves have a slope
of 1-1/2 magnitudes for each doubling of diameter or V t. When the equipment
noise is less than the background noise (X2 NB) then equation (41 shows S/N in-
creases only directly with the Lens diameter and square root of exposure time and
inversely with the signal spread factor (X).

Thus, as sky background noise begins to become a factor, the slope de-
creases to 3/4th rnag. for each doubling of lens diameter and: then performance
quickly limits as the sky background noise gets larger than the signal.

9. SIGNAL DETECTION - DISTRIBUTED TARGET CASE

A distributed target may be an extended target within a general scene being
viewed, the level of which is above minin-am detectable levels, or it may be an
extended (resolved) target in an otherwise noise limited background.

In this case our S/N = NS/VTNB + NE relationship involves the size of both
NS + NB which varies with resolution element size and f/number of optics.

If the background term (NB) is small with respect to equipment noise NE
such as with large f/number Lens, then `/N varies inversely with the square of
lens f/number (1/f 2 ) and inversely with size of the resolution. elements and directly
with exposure or integration time (6). As the f/number of lens is reduced near
f/1 8 or below and/or resolution element size is larger, the background term in-
creases until performance is limited by it. Note reducing resolution element size
will allow use of smaller f/number optics and thus better resolution performance
at same scene brightness level provided target image was not spreading due to
lens or atmospheric limits.

1.0. LENS AND OPTIC SYSTEMS

Lens and Optic systems frequently used with electro-optical equipment are
shown below by type (2).

The Galilean and Keplerian refractor telescopes are noted for their simplicity.
The Galilean is shorter for the same magnification and has a narrower field of view
since the eye piece becomes a field stop. It presents, however, an erect image,
which Is, in some cases, an advantage.

Ai.ong reflecting telescopes (which do not suffer from chromatic errors), th..
Newtonian is preferred for small telescopes, since only one aspheric element needs
to be made (the primary paraboloid). The scondary mirror is a f'at.

The Cassegrain and Gregorian both require a hole drilled in the primary, and
an aspheric secondary (elliptica! for Gregorian, hyperboloid for Cassegrain). Both
have the advantage that the prinm.ry tube length is about 1/2 of the focal length,
while the Newtonian requires a full length tube.

(2) Strong, John, Concepts of Classical Optics W, H. Freeman & Co. 1958.
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Certain optical systems are notable for freedom from one or more of the mono-
chromatic defects: spherical aberration, coma, astigmatism, field curvature, and
distortion.

The Schmidt system, using spherical primaries, is free of off axis aberrations
(coma and astigmatism). Curvature and spherical aberrations remain, but the cor-
rector plate cancels spherical aberration. Tho Bouwers, Hayward and Maksutov
systems are variations to accomplish a similar result.

a. Refractor Systems (Lens optical systems involving only the refractive
properties of lens materials)

1. Simple and multiple lens
systems such as conven-
tional camera lens, zoom!
lens etc.,including those
employing many elements
for aberration corrections,
etc.

2. Telescope systems.
Note: Eye pieces added
for eye viewing. Magnifi-
cation, etc.

a. Keplerian

b, Galilean

Note: Galilean often used in front of a
camera lens to make a telephoto lens.

c. Refractor with eye-
piece Huygenian.

d, Refractor with Rams-
den eyepiece.

*. Refractor with Barlow

f. Refractor with A
erecting lens.

1.-18



S• ~b. Reflector Systems (Optic systems involving a curved mirro-, ,surfac,i as

the primary collecting optical surface

PARABOLOID MIRROR SURFACE.

1. Hale

OBEVER OR SENSOR

2.HoscelanOFF-AXIS PARABOLOIDMIRR R

OBSERVER t
3. Newtonian PARABOLOID,_FLAT,,

FOCAL PLANE -

4. Cassegrain PARABOLOID MIRROR

HYPERBOLOID MIRROR FOCAL PLANE

P PARABOLOID MIRROR5. Gregorian

ELLIPSOID MIRROR FOCAL PLANE

c. Catadioptic Systems (ptic systems employing' a negative corrector plate
diverging rays to a spherical mirror with short focal length)

In catadioptic systems the resulting focal plane is a curved surface, thus
field flatteners or special provisions are generally needed for Its use. Advantage
is in ability to have short focal lengths for large apertures (small f/numbers)
(0.5 to 2. 0 common range, less than I often used).

MIRROR SURFACE ON BACK-.j
1. Mangin Mirror a

F F

,, ABOUT .66 '2

CORRECTING SURFACE
R about . 66 ] 2

Not strictly a catadioptic system but similar in principle.



SILVER OR ALUMIN,1M FIL•.--.N,x..PHERCAL2 . B o u w e r s , *-,, - . . .. . $,r'" - ERR CO L
T4M!RROR

j , FE RCA tFOC IAL J
SURFACE:

SPHERICAL SPECTAr:i.E LENSES

3. Maksutov tMIROR

r F-

SPHERICAL CORRECTOR FOCAL SURFACE

r2 - r1  t (SPHERICAL)
rIOr2 ARE CONCENTRIC

4. Schmidt -

F
FOCAL SURFACE

(PEI CAL)

ASPHERICAL SPHERICAL MIRROR
CORRECTING PLATE

5. Hayward i
F SPHERICAL FOCAL

c SURFACE

CONCENTR i
SPHERI CWAL -

S `MIRRORS
LASPHERICAL CORRECTING PLATE

11. OPTIC SYSTEMS FOR SATELLITE DETECTION AND SEPAA.ATION

Preliminary design studlies indicate typical 9pertures, tainqg toto account the
sky background, air scatter and image tube properiie&, of 25 to :55 inches with aper-
ture ratios from f/0. 7 to 1. 8 ffocal lengths of 24 to 42"). For discuss'on purposes
an aperture of 27" and f/1, / giving a focal length of 40" is selected.

The other requireme'rnts are that the resolution of the optics should take full
advantage of the Image tube resolution. For these calculations it 's assumcd that
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n lines will be required to cover a point image. If the sensitive area of the
iera tube is anc inch high 'this will1 require an. optical circle of least confusion
;c image of a pox-int source) of about ,0015 inch or a resolufion of 60 line pairs
mii'imcter (OO/Lp/mrn). Thib resohiation should be maintained over the t-titire

1-t2 ensioviv, ares or a circle of 1 .65". The image at the photocathode
uld be flat: within its depth of focu.. which for an f/1.5 system is about . 006

'fhi. o-tical di~stortion should ideally be negligi.ble, or less than one-tenth of
pvr,-e--t. U thi-o ict not feasible it should be as low as practic~al and predictable.

3. Refractor lens L'ysi.c~n

A refrazctor lens system appears completely impractical at present. An
5, 40 inch focal length lens would require at least five transparent glass ele-,

its 27 inchEs in aperture. 'Ihe total glass thiclatess in the lens would be about
nches . Not only would such~ elements be difficult to obtain in high-quality glass,
the weight of them would be at-, least 1700 pounds and the loss due to, absorption
,iderable . From a purely optical poinit of view, it is very difficult, if not im-~
sible to design a lens of this focal length which would not s;how objectionable
Pniatismn over a wave~engthl range of 3500 to 8000 Aiigstrows. The chromatxism
,)rnpound ienm'es is chiefly a function of their focal length., and Miien the focal
th approaches one meter it becomes impossible to control. Recent independent
marches by.Nip~prn Kogaku, producer of Nikon Camera, and Carl Zeiss Incorpor-
,have gh-own that !or focal lengths in excess of one meter mirror systems of-

Jie only solution to the cniromatism. problem even over the normal photographic
Jeiegth range 38-00-6500 A.

b. Newtonian SYstem

The Newtonian telescope consists of a paraboloidal mirror with the de-,
)r at the primary focus, or by use of a diagonal mirror the focus is turned out
c side at right angles t~o the axis. Trhis system works we'll for t/ratios Us8 or
P. Hiowever, if the system is drawn to scale at f/1 .5 as shown in Figure 11-4
11 be seen that there are several objections.

1 . The cvrtiera tube is pointed downward when the telescope. is aimled
upward . This is not recoin mended.

2 . I'he lbousting coil assembly around the viamera tube hans a diamneter
about . . as gre~at ,).s the mirror. When tho central obSeUradon1 Of
an optical sysitemi exceeds 20 percent there it. serious loss of energY
coli.'entration Mn the ccatrol Jiffraction images, In general terms
this results in low contrast fine detail ard "miushy" ini~age. The light
!oss du#,, to the obstruc~tior ies ab-out I I perýýent.

3. The i'ncge, forii'ed 1-y a pnraboloidal. mirror doei, n-vt lie on a flat Sur-
face but hats a raidius of curvature exa~ct~y equal to the mirror or 60

i'ii~e. Ocra 1,.6 inch picture thit- radius will result, ii a, sagitta or
varirnion fron a piane of . 42) ircheb which is considerably gi eote-'
th'in I he d 2pth of focu,* previously calculated to be .006 ivelhos at the
vio';t. It might kx pogsiU to fllatteni this image with. a. field lens.
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Figure 11-4. Newtonian System without Folding

The folded Newtonian system drawn to scale in Figu~re 11-5 shows the prob-
lem of trying to place a mirror in a large aperture beam. In order to bring the
image outside the edge of the entrance pupil it is necessary to use a flat mirror
having a projected length of 15 inches which forms a major obstruction in the light
path. This to totally inpractical. When the aperture ratio is f/8 or iess the re-
flected cone of light is long and Y6arrow and can be folded with a relatively small
mirror.

Cocus ions on the NewtonianSyste m

Bes'de the mechanical difficulties mentioned, it must be, realized that the
paraboloidal wirror forms a perfect Image only on the optical axis (i . e ., at the
center of the image) and that off-axis rays form images with amounts of coma and
astigmiatism that Increase with the angle. The amount of these two chief aberrations
has been calculated by K. Schwarzschild and his figures are reported in Baker's
"OTelescopes and Accessories" and elsewhere. Unfortunately, the~e tables were
not computed for aperture ratios larger than f/3. 0. Several years ago -we, had to
extend these tables and the values were calculated from theory and also checked by
actual measurement of aberration on a precision test bench. The agreement was
as good as could be expected when it is realized that the aberrations have to be
separated by eye and each is compounded by several higher orders of aberration
of the same type.

To take cxamples; Schwarzchild's table shows that an f/10 paraboloid with
40 inches focal length would show at the edge of a three degree total field a coma
of ten seconds. of arc. This would amount to an -image of point source about .002
Inch diameter which is satisfactory. For an f/3 paraboloid the coma at the edge
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Figure U1-5. Newtonian System, Folded

of the field amounts to 116 seconds of arc and for a 40 inch focal length this amounts
to an image aberration of .224 inches which is qi ite poor.

Our calculations show that for an f/I .5 paraboloid the coma would amount
to seven minutes 44 seconds of arc or an aberration of .896 inches which is abso-
lutlely intolerable.

The comparable figures for astigmatism are as follows:

Astigmatism Aberration
f/Ratio (Seconds of Arc) (Inches)

f/10 13.5 .0024

f/3 48.0 .0081

f/1.5 96.0 .0172
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The Combination of the two aberrations we have calculated as fallows:

Astigmatism & Coma Aberration

f/Ratio (Seconds of Arc) (Inches)

f/10 17,0 .003

f/3 132.0 .240

f/l,5 750,0 .900

We believe these figures show that the off-axis aberrations of the para-
boloid make it unfit for the proposed use. In addition the above shows that there
are severe proble, is to folding the beam iand that the aberration of coma at the edge
of a three degree field would be absolutely intolerable.

c. Schwarzchild Telescope

After K. Schwarzchild had completed his analysis of the errors of the
paraboloid he developed the only physically possible design of a two-mirror tele-
scope free of spherical aberration and coma. There are many variations on the
design; it is possible to have a fiat or curved image, but all the systems have astig-
matism. Reference to the table in paragraph (b) will show that this is the smaller
defect in large aperture telescopes.

An f/1.5 Schwarzchild system is drawn to scale in Figure 11-6. Normally
the design is not recommended for an f/ratio less than f/3 because of the great
difficulty of figuring the aspheric mirrors. The parameters of this system are:

f/ratio of system f/1. 5
Equivalent focal length 40 inches
Diameter of primary mirror 27 inches
Focal length of primary 100 inches
f/ratio primary f/3. 7
Separation of mirrors 50 inches
Diameter of secondary mirror 13.36 inches
Focal length of secondary 33.4 inches
f/ratio secondary f/2. 6
Distance of focus from secondary 20 inches
Tube length 96 inches

The good features of this design are that the camera tube could be instal-
led at the first focus. The bulky coils around the tube would not be as large as the
central shadowed area and would not cause any additional light loss. Both mirrors
have f/ratios greater than f/1. 5. It becomes increasingly difficult to manufacture
aspheric surfaces at a low f/ratio. It is not possible to quote definite figures, but
the following are typical:

Difficulty to Produce Aspheric Surface

f/11 Usually very easy
f/8 Requires only short time
1/3. 5 Usually considered the practical maximum
f/I .5 Extremely time consuming and requires

great ability
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In our opinion it would be far easier to make the two larger f/ratio
Schwarzchild mirrors than to make one f/1. 5 paraboloid.

The bad features of the design are the large obscuration ratio. The
secondary mirror cuts off about one-quarter of the light and the reflection losses
total about 18 percent so that the "transmission value" of this design is about 61
perceiit compared to an ideal f/i. 5 system with no losses. The long tube length
is normally required to prevent the camera tube seeing around the secondary. If
a bright object such as the moon were outside of the image field and the telescope
tube did not extend beyond the secondary mirror, then direct light from the moor
could fall on the ciamera tube face.

13,30/i f l? ' 7/ "

_ - 96 "

Figure 1I-6. Schwarzehild System

It is expected that the image quality would be good, the only aberrations being
astigmatism and distortion. These have not been calculated, but until they are, it
Is believed that they would be satiafactory.

d. Couder Telescope

The Couder telescope uses two aspheric mirrors and is corrected for
spherical aberration, coma and astigmatism, but haw a curved image. An f/ 1. 5
Couder telescope Is drawn to scale In Figure 11-7. The dimensions of this system
are:

f/ratio of system f/1.5
Equivalent focal length 40 inches

Diameter of primary mirror 27 inches
Focal length of primary 130 inches
Aperture ratio of primary f/4. 9

Separation of mirrors 80 inches

Diameter Jf secondary 13 0 inches
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Focal length of secondary 22.2 inches

Aperture ratio secondary f/1 .7

Di 3tance of focus from secondary 15.4 inches

Tube lengt 100 inches

Figure 11-7. Couder System

The good features of this design are correction of all the aberrations ex-
cept distortion and image curvature. The radius of curvature of the image is half
the focal length or 2C inches and the sagitta (depth of curvature)across a 1. 6" image
is about .016 inches. This value is only about .010 inch more than the calculated
depth of focus and could easily be removed by the use of a field-flattener lens.

The transmission efficiency is only slightly greater than the Schwarzchild
system, about 65 percent. Because the camera tube is closer to the secondary the
stray light problem is less bad, but the total tube length is about the same.

As regards the difficulty of manufacture, the large f/4.9 primary would
be less difficult than the Schwar?.chfld f/3. 7, but the small secondary now has the
hig aperture ratio of f/. 7. As far as can be estimated at present, the manufactur-
Mlg problems of the two systems an Shout equal.

e. The Schmidt System

In the previous designs the chief optical problem has been the off-axis
aberrations of the aspheric primary mirror. As was shown in the case of the
paraboloid, the off-axis aberrations at f/1. 5 were intolerable, but they can be cor-
rected to usable value by a second aspheric mirror. The manufacture of any large
aspheric mirror to high accuracy is a major undertaking. The Schmidt system
avoids the problem by using a spherical mirror which Is easy to make and a thin
lens or "corrector plat(" which usualty has one aspheric side. In this design the
diameter of the corrector plate becomes the limiting aperture and the mirror has
to be somewhat larger.
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The layout of an f/1.5 Schmidt systefn is shown in Figsire 11-8. 'h1 I

.Mk are as fellows:

f/ratio system f/1.5

Focal length 40 inches

Diameter of primary mirror 33 inches

Focal length oi primary 40 inches

Diameter of correcting plate 29 inches

Separation corrector and mirror 80 inches

Tube length 84 inches

2" :•33"

Figure I1-8. Schmidt System

The advantages of this system are that the image is fully corrected except
for distortion and image curvature over the entire field. The large primary mir-
ror is a sphere which cmn be machine made. The corrector plate requires a large
piece of relatively thin optical glass of high quality and while it has an odd aspheric
surface which must be handmade, the actual curvatures are not steep (the drawing
is exaggerated) and the accuracy requirement on this surface is only about one-
quarter that of an aspheric mirror. The reason for this is that a mirror is a re-
flecting surface and any error in the surface slope doubles the deviation of a re-
flected ray, while in the case of a refracting element made of a material with an
index about 1. 5, an error in the slope of the surface results in a deviation of the
refracted ray only about half as great.

Bad features of the Schmidt design shown in Figure 11-8 are that the cam-
era tube face is pointed downward when the telescope is aimed at the sky. This
light path could be folded by a flat mirror so that the light was brought back through
a hole in the center of the mirror, but this involves the problem of folding a high
aperture beam, requires a large flat mirror and results in considerable light loss
do* to obecuratiom.
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The radius of curvature of the image surface in a Schmidt system is
equal to the focal length or 40 inchcs in this case. The sagitta over the 1.6 inch
image area would amount to . 0OS inch which is only slightly greater than the .006
inch depth of focus and easily corrected with a field lens or may even be ignored.
The chomatism of the extremely weak corrector plate is not enough to give trouble
at f/I.5.

The Optic systems above involve one or more large aspheric surfaces.
Another well known design is the Caaseg:ain.

f. Cassegrain System

Primarily, this system is designed for a long focal length in a compact
space and is not satisfactory for aperture ratio higher than f/8. This is due to the
fact that the secondary mirror 'Xecomes very large and the off-axis aberrations,
especially coma is even worse .uan the Newtonian or paraboloidal mirror.

g. Wright Camera

The Schmidt principle of using a crrector plate has been applied to sev-
eral variations, one of these is the Wright camera shown in Figure 11-9. This ar-
rangement uses a primary mirror that is an oblate spheroid which differs from a
sphere by the same amount as a paraboloid, but in the opposite direction. The
chief purpose is to produce a flat image and a shorter instrument. With this ar-
rangement the corrector plate is moved in from two focal lengths of the primary
to one focal length reducing the tube length to one-half. The corrector plate now
has to be twice as strong because it is "parabolizing" an oblate spheroid. This
position of the corrector introduces astigmatism and the high power of the plate
acting as a lens introduces chromatism. The maximum recommended aperture is

mbout f/3 do V 6 W 0 oty of mR" the tWs elpbrlo subue..

II-2 :8Y

Fiu 1 l-9. Wright Camera
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h. Schmidt-Cassegrain System

This name has been given to a system developed during this study using
the Schmidt principle, presumably with a spherical mirror, and a convex folding
mirror to flatten the field and reverse the position of the image surface. As was
mentioned earlier, the Schmidt system can be folded with a flat mirror, but at f/I. S
the aperture angle is so large that the mirror offers a major obstruction. As showiu
in Figure 11-10, if the focal length is 40 inches, a flat folding mirror has to be at
half this distance or 20 inches from the mirror and this leads to a mirror 14 inches
in diameter.

TO
q CORRECTOR

PLATE FLAT
MIRROR

,4"

I7'I

LI-,

Figure 11-10. Schmidt System with Flat Mirror

The situation can be somewhat improved by the use of a convex mirror which de-
creases the aperture angle of the rays. Of course, the apel Lure angle falling on
the camera tube cannot be reduced below 37 degrees or the system will not have an
f/i. 5 aperture ratio, Since a convex mirror must necessarily decrease the aper-
ture angle this means that the aperture ratio of the primary must be increased.
In Figure 11-11 the primary mirror has a speed of f/1 .0, though the entire system
has a speed of f/1.5. The diameter of the folding mirror has been reduced from
14 required for a flat mirror to 11 inches. The aperture ratio of the secondary is
not f/i. 5 but only about f/7. This convex nmirror should be a hyperboloid which
is not too difficult to make at this apervtre ratio.

If the obscuration is further reduced the aperture ratio of both the corrector
plate and the secondary become very high and they are consequently difficult to
make. The effective "transmission" of the system shown in Figure 11-11 compared
to an ideal of f/l. 5 system with no obscuration or reflection losses is about 70 per-
cent.

The optical quality is satisfactory, providing a resolution of at least a 35
micron spot over the entire nearly flat field. The exact amount of distortion has
not been calculated, but it will probably be least for a fiat mirror and increase
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Figure 11-11. Schmidt-Cassegrain System

with the power of the secondary. In some cases it has been necessary to achroma-

tize the corrector plate by making it of two pieces of glass.

i. Maksutov or Bouwers Camera

All of the designs discuss•oad to this point require at least one aspheric
surface which has to be hand-made and the cost of which increases tremendously
with decreas.ig f/ratio. The design invented simultaneously by Maksutov and
Bouwers uses the principle of the Schmidt system but instead of an aspheric cor-
rector uies a plate with two spharical curves which approximates the action of the
Schmidt plate. Most authorities have come to the conclusion that'this system works
well up to f/2.5 and can be made faster with some loss of image quality. An f/1.5
Maksutov system is shown in Figure 11-12 where it can be seen that the leIgth of
the system is only about half ta of the Schmidt. The Maksutov corrector with
its spherical surfaces ia oml€ 6 make than the aspheric Schmidt, but It requires
a thicker piece of glass.

The image surface In this design is turned the wrong way for a camera
tube. If we attempt to fold this system we find the same difficul',' as in the folded
Schmidt, the secondary mirror becomes a major obstruction. A possible solution
is the same as that suggested in the case of the Schmidt, to Increase the speed of
the primary and use a convex secondary. If the speed of the primary mirror in the
Maksutov system is iticreased above f/1. 5, it is found that the power of the cor-
rector lens becomes impractical. A common solution to this problem of a strong
lens Is to "splic" it into two equal components. In this case the two halves have
equal power and are spaced symmetrically about the radius of curvature of the
primary. The first such system was constructed by Wynne and is essentially a
two-corracir Maksutoy that can be made as fast as f/O.S. Figure 11-13 shows an
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Figure 11-12. Maksuto" System

f/i. 5 folded Wynne system. The curvature of the correctors Is now much less
than a single lens because the power is divided between the two. Actually, the
system could be made more compact than shown. The total length could be reduced
to about 70 inches aW the obscuration to less than ten percent.

/ ./

CAMERA
TUBE

Figure 11-13. Folded Wynne System
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j, Variations on the Schmidt Principle

The design o! the Schmidt system calls for a spherical primary mirror
and a thin o(dly-contoured corrector at a distance of twice the focal length of the
primary. 'I s system produces perfect (diffraction limited) images with a slight
amount of d, ,ortion and image curvature. For use with a camera tube the image
is facing thc wvrong direction and it would be desirable to fold the light path. It has
been shown that at f/i. 5 a flat folding mirror results in a major light loss and of
coui.se does nothing to improve the distortion or field curvature. A convex folding
mirror can be made to correct both these aberrations and at the same time shorten
the telescope. The most promising of these is shown in Figure 11-14. In this ar-
rangement which has been calculated by J. G. Baker and others, the primary is
spherical, the secondary which is considerably smaller is only slightly aspheric.
I ic, a sphere from which about .4 micron of glass has been removed at the edges,
the corrector is of the usual Schmidt type. rhis telescope is considerably shorter
than the classical Schmidt (about . 6 the length) and is completely free of distortion
as well as all the usual aberrations and has a flat field. The only difficult part to
make is the corrector plate and it is quite possible to develop a similar Maksutov
design. The system shown in Figure U1-13 could be made distortionless also, but
it would probebi: require two lemnes as shown and would have a much greater tube
length than Figure U-14.

ll!--- .... -- .. -. ....-

29"

LIt tt 1 7-:4. Dietiotess Bystem
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k. Comparison of Schmidt and Maksutov Correctors

Essentially, the aspheric Schmidt plate and the Maksutov meniscus lens
perform the same function; they "parabolize" a spherical mirror not only for axial,
but also off-axis rays. They are two different means of accomplishing the same thing,
but they are not equal. The following differences are tabulated:

1. The Schmidt plate can he made from a thin piece of glass. The
Maksutov lens is made from a fairly thick piece of glass.

2. The actual curvatures on the Schmidt plate are extremely slight, but
they are aspheric. The curvatures of the meniscus lens are steep,
but they are spherical. While it is simple to make these surfaces on
a machine the two must be perfectly centered, a not too simple opera-
tion.

3. The Schmidt plate at high aperture ratios introduces chromatic ab-
erration, the meniscus lens, oddly enough does not.

4. The meniscus lens in high apertures introduces coma and astigmatism,
the Schmidt plate does not.

Because of these differing properties several persons notably Baker and
Linfoot have proposed and designed systems using both kinds of correctors to ob-
tain still better results. One of these is the Linfoot Meniscus-Schmidt which has
been built as fast as f/i .2 with nearly perfect imagery. Since the correction is di-
vided between two optical elements neither one has to be as strong as a single f/1. 2
corrector and hence they are fairly simple to make. This is shown in Figure 11-15.
Of course, a system at f/i. 5 could be folded as in Figure 11-14 and made distortion-
less. In this design the aberrations are less than either the Schmidt or Maksutov.

SCI4MOT CORRECTOR kU~flOV CORRECTOR

-- -3

Figure 11-15. Linfoot Meniscus o Schmidt System
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The final development of these ideas is the Baker "Super- Schmidt" in
which two aspheric corrector plates are sandwiched between a split Maksutov -ensas In the Wynne camera. This design is capable of nearly perfect imapgey up toabout f/O. 8 and is shown diagramadcally in Figure 11-16.

AC-4ROMATIC SCHMIOT PLATE

SPLIT MAKSUTOV LENS

/

I N

Figure 11-16. Baker "Super-Sctmidt" System

There are several possible designs that meet the optical requirements.The one that appears to be the simplest to construct and has the least mechanicalproblems is that shown in Figures 1i-11 and 11-14 which may be described as aSchmidt-Cassegrain. These systems are known to be distortionless and to showImage quality surpassing the requirements. The most compact is that shown inFigure 1U-14 which uses a Schmidt corrector. It is also possible to have a similarsystem with a meniscus lens corrector, but if a split menif cus corrector is re-quired the system will be at least 80 inches long. So far as can be seen at present,the two are optically equal The meniscus system will show less chromatism overa long spectral range. The cost of the optics appears to be about equal, the thinaspheric corrector or the thick meniscus are equally difficult to make. The rigidtyof alignment of these systems cannot be overemphasized. Bending of the tube nmustbe less than .002 inch in any position and the separation of the primary and correc-tor must not change more than about . 006 inch with temperature. This requires anextremely stiff or compensated structure made of Invar or compensated by bimetal-lic construction. The mounting for these optics is a large part of the expense. Formechanical reasons, the distortionless Schmidt-Cassegrain shown In Figure Uf-14,or alternatively the equivalent Maksutov design If It can be made with a slgl cor-rector is recommeadqd for the aerospace survellance task.

assible Field

EIlba of these systems (Scbmidt or Maksutov) will produce a good field of
about 20 ~ The Uon diftsras helfms a Uohmidt-Casesgrain desimed for
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3 degrees and one designed for 20 degrees is that the lI::ger field requires a slightlylarger primary mirror and secondary and will therefore show somewhat greater

obscuration. The difference in cost is negligible.

1. Chromatic Aberration of the Schmidt Corrector

The Schmidt corrector plate acts like a weak lens and therefore posses-
sed chromatic aberration which cannot be corrected by the associated mirrors.
As in any lens, the amount of chromatism is a function of:

1. Focal length. Actually this corrector has no focus and this factor is
the distance of the corrector from the image. The magnitude varies
directly with this distance.

2. Spectral rjnge of detector. Photographic film has a range of about
3000-7000A, the range of the camera tube may be even greater. The
magnitude of the effect varies with the variation in dispersion of the
glass. All known glasses ahow high dispersions for short wavelengths
so that it is really the amount of ultraviolet that determines the dis-
persion.

Below is shown the spectral i inge which will show the same amount of
dispersion in different parts of the spectrum:

Spectral Region .ec:tral Range

1,0 micron 1800 A

.75 1000

.70 800

.65 600

.57 50o

.50 400

.445 300

.43 250

.41 200

.39 180

.37 150

.36 100

This table shows that if the allowable dispersion was say six units, then if
this were at the red end of the spectrum it could cover the spectral range from .5
micron to 1.0 micron, while if it were at the blue end it would cover only the range
from .36 to .45 microns.

These figures indicate that it may be more economical to eliminate the
ultraviolet, if the total energy loss is small, than to achromatize the corrector
plate. There is an excellent set of sharp cut-off filters available which remove
the ultraviolet or blue at any desired wavelength and transmit the remainder of the
radiation nearly completely.
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3. The aperture ratio of the primary. It is difficult to place an exact
figure on the point where achromatization becomes necessary without

actually calculating the case. It can be said that a 96 inch focus f/2
system does not show objectionable coloi-, nor does a 30 inch f/1. 5.
However, for the distortionless system shown in Figure 11-14, where
the corrector plate has been moved in from twice the focal length of
the primary to about 1 . 1 focal lengths and the aperture ratio of the
primary has been incr,, ised to about f/1.0 to compensate for the re-
duction of aperture angle by the convex secondary and for the obstruc-
tion loss; the power of the corrector plate also has to be increased.
The general recommendation is that for this system and a focal length
in the region of 40 inches the chromatism of the corrector plate may
become objectionable depending on the required short wavelength
spectral range.

At this point, it appears that we have a borderline case where no definite
decision can be made, but there are several alternatives:

a. Limit the blue end of the spectrum with a filter.

b. Use the Meniscus-Schmidt system as shown in Figure 11-15, and folded
if desired.

c. Achromatize the Schmidt plate.

Any of these alternatives appears to be less expensive than the long tube
of the conventional Schmidt or the Wynne system.

m. Conclusion

There appear to be several systems that meet the optical requirements.
All of them are modifications of the Schmidt or Maksutov camera. Considering
the cost of both the optics and the ammotatg, the system shown in Figure 11-14 is
favored. Its merits are:

1. Shortest length.

3 Completely free of distortion and all major aberrations except possibly
chromatism. Means for combating the chromatism, if final analysis
shows it to be troublesome, have been discussed.

3. Flat field.

4. Good image quality out to at least 20 degrees field, more if required.

S. Folded design allows placing the camera tube or tubes outside the
telescope, and if fiber optics are used to segment the field, the length
of the optics will be less than a non-folded systeni.

6. The convex secondary mirror is not a difficult part to make. It is al-
most a sphere slightly figured around its edge.

7. The spherical primary is easily made.

8. The resolution could be made to exceed the present requirements if
needed. For the lowest cost the specifications should call for no more
resolution than can be used to advantage.
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1. Chromatic Abe~rration of the Schmidt Corrector

It is not possible to decide on whether or not the chromatic aberration of
the corrector plate will prove troublesome. There are several alternative desi, ns
for the corrector plate; in fact an entire family of curves all of which correct the
spherical aberration of the primary and have various advantages. For example,
there is the corrector plate curve that requires removing the least material and is
therefore easiest to make and there is the corrector plate that shows minimum
chromatism. With this second design which is the one Schmidt himself preferred,
the system can be made as fast as f/1.0 without showing chromatism. "'he principle
is as follows:

The curvature of the plate is such that it corrects all rays to a given zone
of the mirror having a radius. .707 times the full aperture. The plate then treats
all light inside this zone as overcorrected and outside as undercorrected for spheri-
cal aberration, with the resulting effect that this zone of the plate has a null effect
for both spherical and chromatic aberrations. It follows that the residual chroma-
tism introduced by such a plate consists of two portions, one overcorrected outside
the zone and the other undercorrected inside the zone, and these two portions tend
to nullify each other.

Or in other words; by proper design it is po 5sible to reduce the chromatism
to about one-quarter of the amount indicated by simple theory of correction for the
marginal, rays.

2. Distortion of the Schmidt

The basic principle of the Schmidt camera, which is the use of a spherical
mirror with an aperture stop at its radius of curvature, leads to a system in which
angular magnification is independent of field angle, and therefore is constant.
Basically the system has no distortion.

The two factors which introduce minor amounts of distortion are attempts
to flatten the naturally curved image surface and "cosine magnification" of the cor-
rector plate.

The normal Schmidt system has a focal surface whose radius of curvature
is exactly equal to the focal length of the primary. If a large portion of this image
is used its depth will exceed the depth of focus when this image is placed on a flat
detector. It is common therefore to use a plano-convex lens, flat side toward the
detector' to shorten the focus of the axial rays. Such a lens Is called a field-flattener.
One way to look at the operation of such a lens is shown in Figure 11-17a where
curved wavefronts are shown entering a plano-convex lens. Since light "ravels
slower in glass than in air the center of the wavefront is retarded most by the thick-
eat part of the lens and if tne lens Is designed properly the wavefront emerges prac-
tically fnat.

Another way to look at the matter is to draw the ray paths. Figure 11-17
shows the foci of axial and marginal rays falling on a curved surface Figure 11-17c
shows what happens when the field-flattener is used. The curved surface of the
lens not only Lhanges the focus but also the lateral position of the focus because for
rays in intermediate zones it acts as deviating wedge as well as a lens. This kind
of distortion can be calculated by finding the zone of the field-flattening lens where
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"the maximum distortion occurs and then finding the prism deviation from the lens

power. Knowing the required lens thickness the lateral deviatioa or distortion can
be found.

In this rase the most sensitive zone for a 1. 6 inch diameter field-flattener
is at . 586 inches from its center. The radius of curvature of the image stirface in
a 40 inch focal length Schmidt is 40 inches. The sag or depth to the focal surface
across a 1.6 inch diameter is .008 inches. To flatten out a wavefront with this
curvature requires a lens that has a variation in thickness calculated from the for-
mula:

nVTs

where

T is variation in thickness

n is the refractive index of the glass

V is the sag in the wavefront

If a glass with an index of 1. 5 is used T becomes .024 inches and the radius of the
lens is 13.3 inches. The slope angle of the convex surface at a zone. 586 inches
from center is 2-1/2 degrees and the optical deviation angle is 75 minutes ot arc.
The thickness of the lens at this point is about .0096 inches. Where a ray travels
.0096 inches and is deviated from its true course by 75 minutes its position will be
deviated .0002 inches from the true position and this is the nmaximum distortion
due to this cause. Even with a focal length as short as 30 inches the maximum
displacement of any point in the image will be .00032 inches. Both of these dimen-
sions are less than a resolution element of the optical or TV system and therefore

robably not worth considering. For the record, this type of distortion is not the
normal cubic variety, but is positive or pincushion zonal distortion.

The second source of distortion Is the corrector plate. It is designed to
have zero power for paraxial rays, but which can have any one of several shapes
described by a family of curvea. Normally, the corrector plate is installed flat
side toward the incoming light so that paraxial rays are all normal to this surface
aad are not demoted until they strike the aspheric surface. Off-axis rays strike
the flat surface of the corrector at an angle and are refracted so that they are dis-
pbou from their true paths by an amount determined by the thickldess of the plate
Nd to difference' between the angles of incidence and refraction.

It is normal to make a corrector with a thickness one-twentieth to one-
fortieth its diameter so that It is a relatively thin lens. A full treatment of this
kind of distortion has been given in an astrommical paper wMich is not presently
available. It Is believed the distortion is quite small amd thus i.4mportant for the
field angles considered in this study.

There is a full discussion of all of the errors of the Schmidt to the fifth or-
der, with and without field-flatteners in the book "Req gnt Advances in Optics". (3) Ac-
cording to the formulas, distortion due to the corrector plate is more or less of the

0)Llfoot. e ,est Admaw In OpUM, Odord Univesiaty Press. 195.
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normal type, reaching a maximum at the edge of the image, and for the proposed
system would armouvt to only . 00005 inches at the edge of a central field the size of
eam image tube and even if six image tubes were used the distortion would be only
.0005 inches or less than a resolution element.

Thus for the size fields we have considered, the normal Schmidt system
distortion with or without a field-flattener is negligible in that it is less than a reso-
lution element.

12. FIBER OPTICS

The optics generally offer a larger image plane area without serious distortion
than a single image orthicon or other electrical sensors can serve. Fiber optics
offer the possibility of coupling more thni, one I.0. to this image plane. They also
can be used to couple a rectangular arca to a square area or vice versa.

From about 1956 to 1961 there was a great deal i)f work done in the field of
fiber optics. The Journal of the Optical Society of America published papers on
the subject in pretty rapid fire order from 1957 to 1961. A notable series of papers
by N. S. Kapany and others covers the subject very thoroughly. The first paper in
the series was in 1957, V47, page 413. The concluding paper (No. 9) was published
in 1961, V51, page 1067. Other good papers by Hicks, Snitzer, Sigmund, and others
appear. One by Snitzer on waveguiie modes in 1961, V51, page 499 is useful. There
wsi also a general article in the Scientific American about a year ago and a front
cover illustration showing waveguide effects.

In general the fiber systems used to couple a lens image plane to an I.0. can
be treated as a geometrical element. Waveguide effects do not appear in fibers
over ten wavelengths in size. General Electric developed a fiber transmission
system using four micron diameter fibers. Waveguide propagation was evident if
looked for closely, but did not have any effect on output resolution. Skew rays be-
have peculiarly, for example, a single fiber illuminated at an angle by a single
pencil of light will distribute light in an annulus at its exit end. For this reason
it is not strictly correct to assign a numerical aperture to a fiber system although
this in frequently done. Bends generate skew rays and may result in light entrap-
ment Inside the fiber. These effects are minor in most applications, resulting in
a slight los of efficiency. The absorption coefficient of a typical fiber is 10- 4 /cm

cbeh is about 1% absorption per meter: - Very low.

The following data (about two years old) from Mosaic Fabrications, Inc.;
205 Chapin Street; Siuthbridge, Massachusetts; serves to Illustrate the availability
sad versatility of fiber optics.

LSrITATIONS OF THE PRESENT STATE OF THE ART

The following are a few devices that may be of interest. The limits are in
some cases dependent on each other and in some cases dependent on less obvious
parameters so that In each case oa real interest, someone familiar with the art
should be consulted for a sone ~t opiea. This is only a rough guide.

GLT FACE PLATES

Size: up to 10"

Fiber sie: down to Wnerm=
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Numerical aperture: up to .95

Distortion: up to 1% (but the distortion is not correctable by standard optics)

Inner curvature: probably no restrictions

STRIP FACE PLATES (FOR READING OUT A SINGLE LINE OR TYPE OR THE LIKE)

Sl.ze: up to 1/2" by 10"

Fiber Size: down to 5 microns

Maximum number of fibers: up to 50, 000

Numerical aperture: up to .95

Distortion: less than .005" absolute

FIELD FLAT iENERS (TWO DIMENSIONAL)

Same as face plates, plus:

Field angle correction: Should not opera •e out of or into an optical system
slower than F/4. O.K. for contact work.

FIELD FL ATTENERS (ONE DIMENSIONAL)

This area is unexplored, but the total number of lines across the width is
probably not limited. The minimum fiber size is probably around 10 microns.
Field angle correction is the unknown quantity here.

IMAGE DISSECTORS (FOR CONVERTING A SINGLE OPTICAL LINE TO SEVERAL
L'NES ON

d aIze: up to 20"

Fiber Site: down to 5 microns

Mnximum number of fibers: 10, ,

Numerical aperture: up lo .7

Distortion: up to 5%

Field angle correction Unknown, but don't count on worklog 0lo an optical
system slower than F/3.

F? XIBLE PERISCOPES (CURRZXTLY LEAIA3IZI

8ize; up to 1/2" diameter

Length: up to 25 feet

Maximum number of fibers: up 1,J 1, 000 across diameter

Fiber size: down to 10 microns (down to 2 microns for very shert rumi
special applications)

Numerical aperture: up to .6 (.85 for contaet War%

FlexW*M less dban you would Imagine
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MflICA L MILLE TIORI

Cross sections: square, rectangular, round hexagonal

Fiber size: down to 3 microns

No. of fibers across diameter: up to 50

Numerical apertire: up to .?

Diameter: up to 1/2"

IMAGE CONDUIT

Cross section: round

Fiber size: down to 3 microns

No. of fibers across diameters: 500

Numerical aperture: up to .7

All of the above devices can be used to give magnification or demagnification.
In some cases this makes the job harder, in other cases easier. When magnifica-
tion or demagnification is used, the minimum fiber size at the small end can be as
low as sacrifice transmission efficiency.

Spectral transmission range at least .4200 to 1 micron in all cases. For a
length of 2" or less .3800 to 2 microns. For a length of 1/2" or less .3600 to 2 .5
microns. For critical applications special glasses may be used which go out to
.3200 microns. This will generally result in a low numerical aperture (around . 3).

"Optical mosaics" refers to fused blocks such as CRT face plates, field fiat-
toners, etc.

"Millofiori" are single strands of fairly arbitrary cross section (circular,
square, pSentposed of , 000 OW kW elements fused, together. They are reason-
ably flen to. .030" diame UW omia in any case be hot bent to any desired
path.

"Image conduit" is the same but composed of more elements -- up to 100,000.
These will carry a reasonably good picture.

Single fiber refers to clad optical grade fiber. We don't encourage the sale of
this as a raw material, but where So eowomer wants to experiment with fancy con-
figurations or where the single fW is to ad pnd.. -- it ane be boulht.

13. MOUNT REQUIREMENTS

Mount precision (smoothness)and angular accuracy is only moderately critical
in the actual surveilllance system in that it need only be held within one resolution
element size or approximately 8 to 12 §Recs (. 0020 to. 0030) depending on system
field of view for the exposure time of the sensor. The type of mount (axis arrange-
ment) most generally will be equatorial that is rotation in declination and hour angle
to follow star movement. Since this rate is sloe (ft 1 revoettlos/day) spedal care
is e to Obaia the 1m-othme neiud.
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When obtaining a cacalog with photographic film or plates, etc., the precision
and smoothness must be about twice as great as indicated above and over the longer
period of time required for the film exposure.

For other supplementary applications where high resolution viewing or precision
tracking is required more precise mounts are needed. Here the practical limits vary
depending on system requirements. For instance, if the track is only the sidereal
axis motion smooth worm drives, weight or spring loaded, are adequate and inexpen-
sive; however, if the track motion varies then an expernsive precise mour.. is needed
plus special provision for handling jitter and non-uniformity (Precision) in motion.
In this case, torque motur drives, air or hydraulic bearings etc., are usually neede•
plus special tracking techniques.

14. OPTICS-SENSOR TRADES

Before completing the optics selection and equipment design calculation tech-
niques, we must examine potential sensors and their characteristics and specifica-
tions and possible processing techniques, as these will affect:

a) Limits of resolution.

I. Optical quality of image for the full spectrum of the sensor.

2. Photocathode resolution and charge spreading.

3. Scanning beam diameter.

4. Electronic circuitry.

b) Energy required per picture and per resolution element vs singie and group,
of scanning lines.

O) Sensitivity and detectability limits.

1. Background level (sky or scen* illumination level).

2. Beam noise (shot noise).

3. Circuit noise.

4. Integration capability of sensor.

4 I Extent of baffling permitted to reduce background noise buildup and reflec-
tion losses in reflecting optics systems, optical losses and transmission
efficiencies in refractive elements, etc. Use of spun or cast aluminum
coaed mirrors instead of glass, etc.

In addition to detection parameters and processing techniques, the system re-
quirements should be analyzed to be sure of a compatible system. For instance;
large optics are only needed for applications involving Fast Moving Object Surveil-
lance and Detection. For other requirements use smaller optics with integration
time set for detection limit desired. Also, detection is not limited to an object
(star or satellite) the same magnitude as the background magnitudes per square
IRcon'd of arc. When a short focal length lens is used, a single resolution element
looks at a background sky area of many "e'c 2 and thus the background is Increased
accordingly, and depending on its value can limit performance. For long focal
lengths the background mi&t be NOi thm the equipment noise limit and thus
would not be in~ed.
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Though optics systems are generally used for a diametrical view (round field) or a
square or nearly square (3 X 4 raster) they are by no means so limited.

One pertinent variation applicable to the space surveillanc• task is the "strip
view".- That is the field of view is small in the vertical axis -'eievation or declina-
tion) and extensive in the horizontal axis (azimuth or hour angle). This technique
permits a ring fence or fans to be established thru which objects of interest must
pass. Much like the "fans" of the early warning radars.

The Mfaksutov optics adapts well to this technique in that it can be made to have
a long narrow-image plane area. By making it narrow the light obstruction due to
the collecting image plane surface minimizes this otherwise disadvantage. The im-
age is collected from its curved focal plane thru use of filter optics and fed to a
series of I. 0. 's to the extent of resolution and horizontal angle coverage desired.
(,600 or more is practical from a single optics system).

The economics of the optics - fiber system - number and type of sensors, and
mount package will vary with ingenuity of the manufacturing techniques available to
the contractor involved, and thus will determine the choice.

group as long as equipment is not specified but rather only the task to be .accom-
plished.

B. DETECTION ANALYSIS

This subsection will define and analyse detection, and will calculate detection
loss and performance limits of an imap of/con.

a. Introduction

For most image devices the eye is used as the final detector. Such devices
include image amplifiers with a continuous non-scanned output, and image orthicons
and vidicons that use a scanned electron beam readout with a cathode ray tube scan-
ned image presentation.

When the eye is used as the final detector, the problem of detecting a point
object is a function of the viewing conditions. The eye has a finite integration time
(usually considered 0.2 seconds) and a viewing angle approximately 5 arc minutes
in diameter for this integration time. The smallest object the eye can resolve is
about 1 arc zrrnute in diameter; and the resolution sensitivity of the eye is a func-
tion of the illumination level. This discussion will assume that the overall bright-
ness and gain of the image display system (monitor) can be adjusted for best view-
ing conditions, including an optimum viewing distance from the monitor.

In 1948, Albert Rose of RCA(4) found that a signal-to-. aise ratio of 5 was
necessary for detection of a point object with a "flat field" background. The signal
is defined as the mean number of differential flashes or quanta in the object area,
compared to the flashes in any object-sized area of the adjacent background. The
signal originally was negative, or less than the average background, but for small
contrast the theory holds for signals greater or less than the average background.
The noise is defined as the sigmna or fluctuation of the flashes in all object-sized
background areas, which for a Poisson process is the square root of the mean

(4 )Rose, Albert, Journal of Optical Society of America Vol. 38,p. 196; 1949.
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number of flashes in each object-sized area. The signal mean and background
mean flashes are the time integration of the total flashes in the eye integration time
of 0.2 seconds, if the image is viewed directly. Figure 11-19 shows the analytical
image.

For Detection: (1)
(From Rose) NB

NB NB NB

NS
N8  Ns NBN+B

BN

N IS A NUMBER OF LIGHT FLASHES IN THE AMPLIFIEO OUTPUT,
OR THE IMAGE LIGHT PHOTONS OR PHOTOELECTRONS.

FIgure 11-19. Point Object Detection in Flat Field Background

What does this signal-to-noise ratio of 5 (or greater) mean in terlild of percent de-
tection and false alarm rate? It is assumed that both signal and background have
Poisson distributions of time variation between successive Images, and the back-
ground has a spacialtPoisson distribution for each image. The following brief an-
alysis of detection and false alarm considers just one image, and defines the proba-
bility tha the signal area with a mena of NB + Ns has a specific value (x) or greater
tb be the deection probdilty. wft a eomperable false alarm rate defined as the



greater. The assumption has been made that NB is large enough so the Poisson
distribution is Gaussian even in the tail areas of smadl probability. The sigma equal
to the square root of the mean relation of a Poisson distribution has been kwpt, but
the analysis would be unmanageable if the actual Poisson distribution were used to
analyze false alarm rates of 10- 3 to 10-7.

Even with the assumption of a Gaussian curve, the false alarm rates are a
function of the dssumed background mean NB, unless a detection probability of 0. 5
is required. The detection probability and false alarm rate for two values of NB
(100 and -) and two ratios of peak signal to rms noise (5 and 6) follows. Figure
11-20 showst point object detection drawn as two probability curves.

BACKGROUND SIGNAL

ON9 N 9. -N % 0

P(E1
No* Ns:Na+ 5VNEI

To NV+NS

Figure 11-20. Point Object Detection Drawn as Probability Curves

Now to define various signal-to-noise ratios: the imag signal-to-noise ratio
is defined by the number relaUcm mNkw toam 00afew Ihr a lw.

NI M1 N. photons (2)

So the image signal-to-noise ratio IM can be changed by a change of the lens uWed
to make the image, or the image lnnratba time, but is not a function of subse-
quent quantum efficiency, etc.

The detection signal-to-noise ratio is defined by the number relations of the
final particles used to form the image viewed by the eye: for an Image orthicon
the particles are photo electrons, and the background has to consider the additional
electrons not caused by the background photons. For a film image the particles
are developed silver crystals, and the background has to consider the additional
background developed particles due tc fogging and not caused by background photaw.
Since there is some image spreading, the background particle number baa to be
counted in an area equal to the spread arm.
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DETECTION PROBABILITY AND FALSE ALARM Rn- E

CONDITION DETECTION PROBABILITY FALSE ALARM RATE

NB=go .50 .28 x 10-6

s = 5 .90 .108 x 10-3
N .99 3.79 x 10-3

NB= loo .50 .28 x 10-6

5 .90 .3 x 10 3

N .99 1.62 x 10-2

NB = .50 .987 x 10-9

s 6 .90 1 x 10-6N .99 .125 x 10-3

NB = 100 .50 .987 X 10- 9

.90 .6 x 10-5

. 1.15 X1O" 3
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Dn s (electrons x 2
D SNee _ X is the image spread in

4D X2 nB (electrons) terms of resolution elements (3)

The detection signal-to noise-ratio is a function of the image quantum efficiency,
amplifier and scanning beam noise, thermal background electrons from the photo-
cathode, and other system variables. The detection signal-to-noise ratio DSN is
always equal to or less than the image signal-to-noise ratio ISN. And a detection
signal-to-noise ratio of 5 is required for good probability of detection. The per-
formance of any given device can be expressed by the ratio DSN/ISN, where the
beat performance gives the largest ratio.

b. Point Image Detection

1) Star Detection and Image Signal-to-Noise Ratios

The theoretical limit of star magnitude or intensity that can be detected
depends upon the finite background illumination of the night sky. Therefore, a cal-
culation will be made of the image signal-to-noise ISN as a function of the lens,
exposure time, and background intensity.

A report by John Spalding( 5)gives the background intensity in terms of
star magnitude per angular area, and the sky resolution limit of 1 square arc
second of angular area as the spread of any point source due to atmospheric tur-
bulence. Thus, the background number should be calculated from a 1 square arc
second of angular area.

Star magnitudes are a method of comr ressing the intensity ratios, similar
to a db scale. The origin of star magnitudes was based on the ability of the unaided
eye to see a range of intensities called 5 steps or magnitudes. Measurements
showed that this range of 5 magnItides had an Intensity ratio of 100. This can be
expressed mathematically, with e" adwerI* refthI to a specific or general-
ized star magnitude:

I I0- l=0: l - logo 00 - 2 (4)
15 IS

In general:

I
(K) log 1 0 - = Kx2 = 5:K = 2.5 (5)"5

I S 2 M : 0.4M1log10 i - X - 0.4Mx l0 X (6)

So, the larger the star magnitude Mx, the smaller the intensity Ix. Negitive
star magnitudes imply an intensity greater than the reference 10. This to intensity
is due to a point, and its units are flux (in lumens, photons persecond, or watts)
per unit area perpendicular to the flux, in square centimeters usually.
(5)Spaldlng, J., "Photoelectric Observatory Report #1", GEL TIS 60 GL 186.
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The flux density of the zero magnitude intensity can be given in the follow-
ing terms:

I = 2.4,; X 10-10 lumens Outside Atmosphere (7)
cm

I1 = 2.07 x 10-10 lumens Inside Atmosphereo 2cm

Atmosphere Transmission
at Zenith: = .85

N = 106 photons x (t exposure cm 2 lens)
o cm 2 second Outside Atmosphere (8)

If the background is given or calculated in terms of star magnitude MB
per night sky &bquare second of arc:

No 0 4M N B 10 ."4M -04M xt xcm2
-B = 1 BN- :_= 1 B NB NX1o B

Now, for any image system the minimum background angular area, whatever the
system resolution, is 1 square second of arc due to the atmosphere. Therefore,
this will be the assumed resolution limit of film. But a scanned image has a reso-
lution image area equal to the total Image area divided by the square of the number
of scan lines (for a square raster), and this resolution image area will be equiva-
lent to X2 square seconds of arc, where X is a function of the number of TV scan
lines and the lens focal length.

The general expressios nw tis linags assuming pboton noise only is:

'SN 4- S -1N..

where X is the number of square seconds of sky per image resolution element
(X is always 1 or greater) NS is the number of photons per picture of a star, and
151. toe number of photons per square soad of sky per picturA due to background.

lbr a scanned image system,

X= Image Width x 57.3 X 3600 A-2Lens Focal Length TV Lines Active

After a photocathode conversion from photons to photoelectrons, or a
film conversion from photons to developab],, grains of silver, a quantum efficiency
is defied as:

converted particles B A-3e = j:!pbotos N
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SN X N e Nx2

N = N 0x 0.0.1 = exposure) x DL 2 (cm 2

N B NX 10 -O.MB Xt,(exposure) Xi DLens2 (cm2)
4

N X 10- 0. 4Ms Xt X DeLens 2 r t

D oN 4 A-5
SN XVN X 10-0 -4 1 '' 2 ,

o 4 Lens

Forgod detection, D 5:
SN

0Q.4M DL10 SD L xr A-6
10-0. 2M B R X ~ 0  4ex

10 -04B

10 0. 4M SDeDondsN x t- x D

o 2 TXe 4

10×1004M BD~n

DL
0.D =0.2M +N txe A-7

x o1 0-0"4MB× ex 4
Fo oo etcSoD S B 'X, i

5~~~ ~ =y X004s tL••,
10_0.2M x • xNo xit Ae• -

MSD = 0.5MB + 2.5 logl0 + 2.5 log1 0  A-8
5 X

Now, if eqmuatiom $A is evaluated for tWe best conditions of Mount Palomar:

t = a 0 hours = 36000 seconds: X = 1 arc "2resolution elemcnt

DL - 200 inches = 508 cm: MB = 21.5 mag/arc sed2 ský,

N = 0.85X 106 photons2 (Inside Atmosphere)
cm sec

M SD =10.75+2.51og1 0 163+2.5log1 0 508 r3600 Ve

M 1D 28.75 magnitude for e = 1.0SD

M-SD 26.25 magnitude for e = 10-2

M.ID= 25.0 magnitude for e =10-3
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2) Star Detection Loss Due to Image Orthiton

The visual photon image is changed by the image orthicon into a photo-
electron charge image that is read by a sc;znning beam, amplified by an electron
mnultiplier, amplified and pro, essed (level clamped and sync added) external to the
image orthicon. and displayed on a monitor. Thc following analysis will find the
resultant monitor detection ratio for visual evaluation, and will also consider the
electronic signal to noise ratio for electronic evaluation. These assumptions are
mad e:

a. The ohotocathode quantum efficiency e, the mesh transmission target
photocathode secondary emission St. and dynode (1) secondary emis-
sion S1 are all uniform, so there is a "flat field" output with a "'flat
field" illumination input. There is no grain, mottling, spxots, shad-
ing, etc.

b. The monitor detection is not limited by the eye angular acuity. The
brightness, gain, and viewing distant- can be adjusted for optimum
viewing.

c. The electrical signal-to-noise ratio is not affected by an amplifier
external to the image orthicon .

d. A perfect eye integration of 0 . - seconds.

e. Linear beam landing characteristics.

To emphasize assumption c, the camera preamp is assumed to be perfect
with no noise. This cannot be, but the analysis will then show a theoretical limit
of detection determined by various constants of the image orthicon. And if enough
image orthicons constants are accurately kmown, the comparison of analysis with
performance will show the detectJhn loso that can be assigned to the external ampli-
fier.

The analysis will calculate the detection loss of the image orthicon by ex-
pressing the detection signal-to-noise ratio in terms of the original signal-to-noise
(at the photocathode) as the signal passes through the image orthicon. The DSN
will be found before the photo electrons from a charge image on the target, the DSN
of the target charge pattern, the DSN of the return scanning beam, and the DSN
after amplification by the electron multiplier stages, where:

N - Average or mean number of visible photons per picture ex-
posure, in a given area.

ISN Image signal to noise ratio.

D)SN Detection signal to noise ratio as an image is processed for
eye display.

ESN = Electrical signal to noise ratio of a scanned image.

e Average photocathode quantum efficiency

Output Photo electrons
Input Visible photons
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a = Target mesh transparency

St = Average target secondary emission ratio for photocathode
photo-electrons

S1 to S = Average secondary emission of the nth stage of electron
secondary emission.

The image signal to noise ratio of photons at the image plane of a lens is:

-N S
lsn - 1

After a conversion to photoelectrons and transmission through the targem
mesh

NS E(Y

D .. (2)
c a (NB +N T)

NT are the thermal electrons emitted by the photocathode; for a S20 with
10-15 amps/cm 2 at 250C, in 0.2 seconds exposure time approximately . 1 thermal
electrons are emitted per resolution element, so the thermal "noise" electrons will
be disregarded. This assumption could not be made if an S1 photocathode or ele-
vated temperature operation was considered.

The DSN of the target charge pattern will now be calculated. It is assumed
that all of the secondary electrons from the target are collected by the target mesh.

Nt = N(pe (8 t - 1)(3 Nt positive target charge

NPC photocathode olectrow

so the signal is Ns 8 e (St -1) (4).

The total variance of the background charge is calculated using the results
of exercise 3, page 74, Probability and Statistics by Arley and Bach. (6) This ex-
ercise shows the relation of mean and L,:gma for a primary electron stream. a sec-
oadary emission surface, and a secondary electron stream:

PRIMARY [ECONDARY SECONDARY

ELECTRONS L jfSIONS ELECTRONS

(5)
Mean Zo Mean Mean •Z

Sigma a Zo Sigma ory, Sigma or Z I

7=6 y - 2 
-aZo

2 (y1)2 4. 0y 1
2 (q)

(6) Arley & Bach, Probability and Statistics
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Now assuming that both the primary electron stream and the secondary
emission have Poisson Distributions:

Xo = Ns,ý 0 : OZ12 = NBE a (ffPbisso)

(6)

Y1 = St : 141 St (If Poisson)

Olt2 = 0z212 = NBEI St 2 +S t (NBca) (7)

Ns •"(st-1) NS • St1)
D =N S -l St- (8)DSN NB(• St2 + St) ;N t2 + St

(Target Charge)

It is now necessary to calculate the readout beam detection ratio. The read-
out beam scans the gun side of the target and leaves "negative charge" electrons in
areas where the image light intensity has built up a positive charge since the last
sweep or scan. The part of the scanning beam which doesn't land on the target and
cancel positive image charge is called the return beam. The return beam is directed
back to the scanning gun, where it strikes the first anode in a series of secondary
emission electron multipliers. The output current from the last electron multiplier
is the signal current of the image orthicon. When there are target areas of no net
positive charge the output current is maximum. When the area being scanned has
the maximum target charge due to image light intensity, there is a maximum signal
with a minimum output current.

The depth of beam modulation (the percentage of the scanning beam that
can be used to discharge the target) is somewhat dependent on the charge sprev - of
"lb. signal. If the beam current is Increased there is less modulation of the t )am,
less spread of the target signal point charge, and more beam noise.

There is some question about the amplitude of beam noise. If the amplitude
of beam current can be controlled by a control grid voltage there has to be some
space charge between control grid and cathode. Therefore the beam current re-
leased by the control grid is not as random as a temperature limited emission elec-
tron beam, and does not have the Poisson Distribution associated with temperature
limited emission. But the beam goes through a limiting aperture of 1.5 mil diameter
(0.0015 inch) which might make thn, beam more random and give it a Poisson Distri-
Wution,

This analysis assumes there is some space charge limit of scanning beam
sigma:

2 2 2or Beam = r a Poisson : (r2 _1) (9)

The total scanning beam electrons in the signal area of X2 resolution ele-
ments would have to be at least equal to the signal plus background target charge
(Ns + X2 NB) C at (St -1) in the X2 resolution element area. How many more beam
electrons are required is dependent on the beam modulation assumed:

Beam Modulation = (10)
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71 Beam = (N s+X 2 NB) ca (St-1)K)

o2 Beam (Ns + X2 NB) EcY (St -1)K r 2  (12)

The return beam will be the difference between the number of scanning
beam electrons and the target positive charge (in electrons). The return beam sig-
ma squared will be the sum of beam and target variances, however.

sinal] 7 return = ?7 beam-17 target = Nsca (St -1) (13)

rea J c,2 return = a2 beam + a2 target (14)

DSN = t

(Return Beam)4(Nx + X2NB)ECI (St- 1)K r 2 + X2 N CI (St2 + S t) (15)

The equation for the return beam detection signal to noise ratio is no longer

in the form NSW that can be related to the original image I . This is nearly
the final image orthicon DSN, if a noiseless electron multiplication is assumed.

Without showing the details, and using the previous secondary emission
analysis of Arley and Back the output detection sigrial to noise ratio is:

DSN Nof= ._,.__.1_

Output at~4l~h)+ A ( +)IZI~r..

Inserting typical values for an S20 magneslum oxide targt Imq ortbioom

.25 (a) 184 eamp_ for an 820
• = .75 Lumen
St 11 (b) 5000°K Black Body

K 1.5 (1?)
K2= 0.8 (c) 0.85x 106 photons

2 for
S 3 cm second

a (o) magnitude star

For image detection DSN is required to be 5 or greater:

NSD2- 22 .5NsD - 195x2 NB = 0 (8)
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SD I l2+ i.2+ X N B (19)

TABLE 1

NSD X2 N B Plot in Figure il-23

22.5 0
291

56.8 10
151 100
453 100C1

To compare the analysis with experimental data, calculations were madeusing four different focal length lenses, with a 1029 line TV system .The imagespread area was assumed to be 29 TV lines, so X2was 4. The eye-monitor viewingintegration time of 0.- 2 seconds was assumed, and was used for the exposure orpicture time. A square raster with a 1.2 '5 inch square imarI or. the photocathodewas assumed. The plot of anyalysi with measured performance is shown tn Figure
11-21.

20 
,

7---

10 W. 00 0 C I E T I E

LENS DIAMETER (CM) AC1TUAL MEASU*EMEN'

Figur U-2 1. Detmo tlo ir Magntude
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ANA LYSIS VS MEASUREMENT

Case 1 Case II Case III Case IV
RCAS TT Hobson Astro Berling Super Feran

200" F L 40" F L 6' F L 3" F L
Constant 151D 38cm 5'1) 12.7cm 3.3'D 8.3cm 3.45"D 8.75cm

0-square field 0.3630 1.820 120 240

Arc Sec2 Sky 1.7 42.8 1870 7480
Res Elemn

NB 1.7)' .21 42.8)' .21 1870x .21 7480x .21

Cm Res El Sec 1"0 100 100 0oo

A Lens ( c2)
Ins (osses) 775 78.6 35.3 35.8Includes losses

ResEB (0.1sec) .276 .705 13.8 56.2

x 2NB
x)2 NB 2.2 5.64 110 450(0. 2 sec)

NSD (DsN 5) 35 45 160 325

2 .225 2.86 23.5 45.42
crt see

-0 .7X," 2. 97 x 104 3 77X IC 1c. 61 x 104
NNSD...

M.D 16.4 13.7? 16,4 10.7
Analysis

M18 A 1 11 10 9.5
Meamwd

NTV Active = 1000
Lens Transmission = 60% to 80%
No = .85 X 196 photons/cm 2 sec
Background 21.5th Mag/sec2 arc
Eye vIan atlon Time 0.2 sec
Photoe odiw Beeanmed Area 1. 28' x 1.25"
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ANALYSIS VS MEASUREMENT

(1) Arc Se=2 1.26" X 57.3 X 3600 2

Reoioa Eement Lens (TVL) active
Focal
Length
(inches)

Lens Area= (DinchesX 2.54)2 xTlens

For the refractive lenses, a transmission T of 60% was assumed.

For the refractive lens, a transmission T of 80% was assumed.

(3) X2 N was calculated for 0.2 second integration time assuming any detectable
spreAL 2 lines high and wide.

(4) NSD was calculated from the graph of NSD vx X2 NB sesumlng 0.2 seconds

image time.

(a) 1 considers the No flux density of zero mag point object after atmospheric
at•nuation.

Some of the measured data agrees with the results of the analysis. In all
cases the analysis predicts better performance than the measured performance.
Some of the increased performance predicted by analysis might be due to the as-
sumption of a 21.5 magnitude star per square arc second of sky background, which
would rarely be found In the Syr"acuse-Schenectady area where most of the per-
formance results were measured.

One result of the analysis is the dependence of the required star photons
Jor detection on the mudwr of background photons. Tis means the detection star
magnitude is a function of lens focal length as well as the lens collection area.

The analysis assumes linear beam landing characteristics, or equal in-
orements of target current for equal increments of target charge. This Condition
is equivalent to assuming a monochromatic scanning beam in terms of thermal velo-
cities. John Spalding has reported a longer time constant for faint stars: when
viewing a new star field it is noticeable that faint stars take seconds of integration
before they become detectable. So, the detectability of faint stars is improved with
continuous operation, using the eye Integration time of 0. 2 seconds compared to a
monitor photo of a single scan of the charge pattern on the target after a photo-
cathode integration of the asane 0.2 seconds. The better continuous performance
Is a function of the beam landing characteristics. A discussion of the velocity
distribution of an 'mae orthicon scanning beam was given by Hans Hell of the
Electroonis Lab., syracse, At w Image IMssIfter -yamosium October 6-7, 1958,
Irort "lw/r, Virsms.
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Figure H1-22. Plot of - NSD v 1S
.12 Second

400
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Figure 1U-21 shows the calculated performance using four different focal
lengt lenses.- The major questions that result from the analysis are:

1. Is the scarning beam an emissiun limited with a Poisson distribution,
or does it have an equivalent E'.ace charge?

S. Because of the beam landing chak'acteristics of a non-monochromatic
scanning beam, what is the actual time of photocathode integration for
a single image to give the same detection ability as continuous opera-
tion, when scaling lens diameters and focal lengths?

The conclusions to be drawn from the analysis are:

1. DsN=K c Ct

2. The secondary emission ratios St and S1 should be large to maximize
DSN, but the typical values of present I. 0. Tubes are not the performance
limiting variables.

3. Most of the I.0. performance loss is due to a quantum efficiency less
than one, and the noise added by the scanning beam and preamplifier.

4. The analytical results show that the star magnitude that can be de-
tected is a function of lens diameter, lens focal length, exposure time.
and number of active TV scan lines, for a given image orthicon.

S. It appears the preamplifier noise is more important when using a long
focal length lens, with the smaller required beam current due to a
smaller field of view. The difference between analysis and measured
performance is greatest for the longest focal length lens, with the
largest f/ratio.

i The final detection equation (16) has two regions of interest. When
long focal length lenses with large f/ratios are used, the background
can be neglected and the required NSD photons for detection is a con-
astant. In this region (defined as Y) a doubling of lens diameter will

Sresult in 1.5 magnitude increase in detection; doubling the integration
Stme will result in a 0.75 magnitude increase in detection. If a small
f/ratio larger diameter lens is used, the background is larger, and the
required NSD photOns for detection is proportional to the square root
of the background• -otons. In this (region II), a doubling of lens diam-
eter will result in a 0. 75 magnitude increase in detection, and doubling
tbe integration time will result in a 0. 375 magnitude increase in detec-
am. As the f/ratio approaches 1, the theoretical detection magnitude
SIpposbsa th measured performance, because the preamp noise is
so longer large In respect to the beam noise.

t IU the photons per cm 2 second from a 0 magnitude (visual) star are
counted after passing through at "normalized" visual passband, the
photons cosrated are much smaller than the photons that could be
counted after passing through thq much broader "normalized" passband
of an S20 photocathode. A rough analysis of a 50000 K black body radia-
tion gives 0. 25 X 106 photo-electrons per cm 2 second for a (0) magni-
tude star that contains 1 X 106 "visual passband" photons per cm 2 sec-
ond. And this value is used in the analysis of star detection, when the
pbotons 2er cm 2 second outside the atmosphere are Gaelmed to be
1.U-X is* fora0magn0um poio source.



3) Star Detection Signal to Noise Compared to Electrical Signal to Noise

There is a difference between the eye signal-to-noise ratio (DSN) defined
earlier in terms of photoelectrons or monitor photons, and the electrical signal-
to-noise ratio of the scanned signal used to produce the visual image.

For a single line "electroric look" at an image, the peak signal is propor-
tional to the flux per resolution element (ns/X 2 ), assuming the signal is spread
over X2 resolution elements, with an arbitrary resolution element width equal to
the TV scanning line width. The peak signal voltage, as previously stated, is pro-
portional to the average number of signal electrons per resolution element per
scan. and the rms noise voltage of the background is proportional (with the same
proportionaiity constant as the signal voltage) to the square root of the number of
background electrons per resolution element per scan.

"ns Signal electrons/resolution element

"nB Background electrons/resolution element

peak signal n s/IN
ESN rms noise n (9)

"Py adding x lines electrically (by circulation or delay line) the electrical
sgnal would increase by x and the electrical noise (Poisson) would increase by the

X. The ESN after x lines have been added, would be

n 1
ESN [X lines added) = 4 X (10)

This improvement in ESN would vary with the line scan number, and the
full improvement would only appear on the last line scan used to write the image.
(This scheme would not work with an interlaced scan.) Therefore, the best ESN
would be displaced from the center of the spread point object to the last scai. line
of the object.

Now, if a sampling tech-iique could be used to add up the amplitudes of X
resolution elements, the ESN would again be improved by iX

lines added ns n s
E Ir i .... Vx~r USN X elements added] %2

This improvement would alb., result in the best detection at the final element posi-
tion of the scan line; thus, if successive scan lines moved from top to bottom, and
each scan line moved from left to right, the best ESN would occur at the time cor-
responding to the lower right hand element of the spread point object.

The sampling technique of adding elements sounds complicated, but is
easy to achieve by decreasing the bandwidth by a factor of X. which would not
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change the pek amplitude of the signal (at the time corresponding to the last reso-
lution element), but would decrease the rms noise by a factor of v X.

The final detection DSN is a function of the total signa! electrons and total
background electrons:

D n St (12)

DX nnBt

Now, if there Ks scans during the eye integration time t (eye):

D 3 E FFyK E [NO
SN SN rProcessing JS S ProcessingJ

" s (13)

Therefore. if it were possible to add electronically the K scans that occur
during the eye integration period, the electrical ESN c ald be made equal to the de-
tection DSN. This K scan addition can be approximated by using a photocathode in-
tegration period of t(eye) before the target charge pattern is scanned. Thus. elec-
tronic processing can achieve an ESN nearly equal to the eye view DSN.

If an image has a 2 line spread. and the eye is integrating 6 TV scans, the
ratio between the visual signal-to-noise raLio and the electrical signal-to-noise
ratio would be 2!.L k4- 9 to 1. Therefore, a point object barely detectable visual-
ly, with a nST/4 nBTnX of 5, would have an electrical peak signal to rms noise
ratio of one (approximately). As shown by Figure 11-24, an ESN of 1.0 is difficult
to detect.

1 ACTUAL ELECTRICAL

SIGNAL

NOISE rm s a 1 EQUIVALENT EYE SIGNAL

NOISE pto• z3 to?

POINT IMAGE SPREAD XX 2

EYE INTEGRATION X z 6 SCANS

Figure II.-24. Plot of DSN vs ESN When • Point Object is Just Detectable
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If it is assumed that the image is not spread more tl.an two image lines
for a 5 times greater than the just detectable star intensity, then this 5 timeo in-
tensity increase (a star magnitude decrease of 1. 75) would give the just-
electronically detectable star magnitude. Or the electronic detection would be 175
star magnitudes less than the continuous 0.2 second monitor eye detection. But, if
the image line spread increases from 2 hles to 3 lines for a point source intensity
5 to 10 times the eye detectable minimum intensity, it would take 7. 5 times the
minimum eye detectable intensity to give the same electronic detectability. Or,
with a 3 line spread with increased intensity, the electronic detection would be 2.2
star magnitudes less than the continuous 0.2 second monitor detection. This as-
sumes 1/30 secor.-, per complete scan, or 6 TV pictures in every eye integration
period.

4) Spread Object Detection

a, Detection Theory of Picket Fence Spread Objects

The differences between a point source with a random orientation in
an image scene. and the repetitive pattern "picket fence" of TV resolution charts,
are many. For one thing, the detection criteria of theory is difficult to relate to
actual images. And the tube has to be operated with more beam current to limit
image spreading, since an image spread will gi% e an information loss.

When viewing the TV image. the viewing distance is varied so that
the area )f interest is approximately 5 arc minutes by 5 arc minutes of angular
viewing area. This is the most effective area for integration and detection, as I
reported by Mertz(7) in 1950. Mertz also discussed the bandwidth of measured
noise as a function of noise perception. He concluded that with a flat noise spel-
trum the "spectrum level" (irns noise voltage per unit bandwidi' ) necessary to
just perceive noise is independent of the noise bandwidth used to display the noise.
If the probabilityofdetectingnoise isequivalent to the signal masking effectiveness
,f the noise, tl'-n the noise rms voltage (proportional to the square rcot of the
bandwidth used to measure the noise) is not an effective measure of detection proba-
bility. The important variable with flat spectrum noise is spectrum level, or rms
noise voltage divided by the square root of the measurement bandwidth.

To review this conclusion, when viewing a medium spacial frequency
(line pairs per inch) picket fence pattern, only the noise in the same spacial fre-
quency region is effective in masking the signal; you can look at the pattern at the
appropriate viewing distance and disregard or omit the low and high spacial fre-
quency noise. And for any given TV scan system there is a definite relation be-
tween spacial and time frequencies. Thus, for flat spectrum noise, the Important
variable is "spectrum level" or noise rms voltage or curr,-rit per unit U.1ndwidth.
The viewing eye Is then considered a "bandpass" device.

There are two extremes of operating conditions: where noise is inde-
pendent of the image Intensity. which might be approached by high illumination Con-
ditions; and where the system has been designed and adjusted for best performance
so part of the noise is photon noise. This analysis considers the limiting condition
of detection due to image photon signal and noise, with an image lo-s due to the
quantum efficiency only. The video F "nplifier noise is not considered in finding the
maximum performance limit set by thb image orthicon photocathode.
(7 )Mertz, P., "Perception of Television Random Noise", Journal Society Motion

Picture and TV Engineers, Vol. 54, pp. 8-32; January 1950.
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b. Calculation of TV Line Resolution Sensitivity

This analysis calculates the detection DSN of one square black bar in
a grey- or white bae'kground, then multiplies thip DSN by a factor of 2 to convert
'using Coltman's measurements, Figure I1-25)(8) from one line pair to 4 line pairs.
it is assumed, with a standard wedge type TV resolution chart, that there is no dif-
ference between one TV line and one TV line pair (since there is no signal more
white than the background). -And it is assumed the standard wedge resolution of 4
black lines and 4 white spaces -, equivalent to 4 line pairs.

E GA
- - DETECTiCN I

-r- --

9 .

, -

4

I - I - ll?T
P I

2 1 0 02 14 16 isl

T V LINE OF PATTERN

7#Sure 11-25. Ka"jRcque d for Detection as Function of Line Pairs
Y9;wed Using fltare Mask on Monitor

If X is *ib. number of reseslvjs element widths equivalent to the sig-
nal width: STV 

Lfcti( 

1

N sipl1

S)Coltn'tan an,, Anderson. '*onee fptIhoa to ROQIV!t lMir In Electronic
Irmaging " IRE, Vol. 49, g90t i U SOM.



If the signal contrast is defined as the ratio of signal intensity to
kground intensity ( a background reflectance greater than any signal reflectance)

Ssigna! areas alwaya i having less intem sity than the background intensity:
nsA - Rsik

C = Signal Contrast = S RBack Rg emax- emin
nB/A '-Back e max (32)

as/'A Sig-,(nal photo electrons per unit area (one resolution element)

nB A Backgroun l photo electrons per unit area (one resolution element)

RB Background reflectance
RS Signal reflectance

With this analysis there is no possibility of a contrast g, eater than one.

nS = C B n ._phto electrons (33)
resolution element

9

flS X nS. X
DS' = = CrnB X (34)

B

So here the resolution element is one active scan line wide, and one
ive scan line high.

And if the background density is calculated for the number of TV scam
s, then the lines that are finally resdved will be in terms of image height.

!T" nftooatoe ahtvlwE2" MR~43$ -- 16'UM~ X-1 TV iaLU

(35

DSN - B * C X 4 TVL 2  C signal (36)

If DsN = 5, N signal becomes the number of lHaes per picture helight
can be resolved if the signal has only one TV line:

Nresolved 5= IMP C
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Adding the factoe of 2.0 to include the increase of detection due to
4 line pairs:

N ~2 f3 (7Nresolved 5 4 nPT C (37)

N resolved = 0.3,16nJpT C (38)

Equation (38) gives the resolution in terms of total raster area photo-
electrons from the photocathode that would be required per picture to give the reso-
lution lines Nresolved. This number of photoelectrons is gathered in the total eye
or monitor photograph integration time, and would be the amount collected from a
flat field of averageŽ transmission or reflectance not considering any signal areas.
So, to convert from photoelectrons to incident photocathode photons:

NResolved = 0..346VNp C (39)

From the results of numerical analysis using 2800°K black body radia-
tion with a S20 response, 'he rusultant sensitivity is approximately 150 micro-
amperes per lumen. This is equivalent to approximately 9.4 to 10,14 photo-electrons
per lumen second. It is easier to evaluate the photoelectrons per lumen second,
than to choose a rather arbitrary photon total, with its associated average quantum
efficiency. This value of photoelectrons per lumen second has to be multiplied by
the target-mesh transmission of 70%.

Photoelectrons = 9.4 x 1014 XY = .6 x 1014 (S20) (40)
Lumen Second

Solving for total photocathode photons per picture, with a 1. 8 inch
diagonal and 0.2 seconds to Include the eye integration time:

n X6.6X1014X (12 (18 X

aPT Fp (-25 1 0.-

nT 1.4x 1012 FC (41)

nPTp

This analysis assumes no noise from the target secondary emission,
beam, electron multiplier, or preamplifier. (With high beam currents the preamp
noise can be neglected).

And finally, for white light and S20 photocathode

NResolved = 0 . 3 4 6 x CXl.4X 1012 FC p (42)
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Now to solve for the required FC (footcandles) photocathode illumination
to give 100 TV lines resolution (vertical) with 100% contrast, 4 line pairs, whitet
light and a 520 photocathode:

2 2 121.00 = (.346)x 1.,4 x10 FC : FC - 4.9 X10 8
P P

The following table shows the footcandles of Jlumination required
(from analysis and from measurement) to give various TV line resolution capabili-
ties. A calculation is also made of the photons required per line resolved resolu-
tion element.

TABLE 2
S20 RESOLUTION SENSITIVITY

Footcandles at Photocathode Photons/Resolved Res Elem
Nresolved Analysis Measured Analysis Measured

100 4.9 x 10-8 1.2 x 10-7 102 252

200 2.0 x 10-7 4 x 10- 7  102 210

300 '.4x 10- 7  9.5x 10- 7  102 222

400 7.9 x 10-7 1.O.x 10- 6  102 250

500 1.2 x 10-6 4.0 x 10- 6  102 336

600 1.8x 10-6 8.0x 10- 6  102 466

The me•sured and analysis data for resolution sensitivity are plotted

in Figure 11-26. The analysis results are better than the measurement results.

Coltman, in his 1960 IME Article (reference 8), gives a rpquirement
of 2.6 X 105 photoelectrons per second for a theoretical resolution limit of 100 line
pairs per picture. It is assumed that this resolution is equivalent tc 200 TV lines
per picture width, with the minimum electrical ESN required for dtection of 8 line
pairs or more. To oomert pjib eehUsmow per smWod to number of footcandles:
Fiem of prvios motyvis

ab ol.3Xtron 1 1C(. 8  
2 seconds

picture1.X0 X CX00x (V)0.pitr

nphotoeleetrons = 1.4 x 1012 x F.C. = 2.6 x 105x 0 . 2 sectur
picturepicture

52 x 10 5  -8FC= 1 3. X 10" foot candles

Coltman 1.4 x 1012
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N r 200 TV lines (width) = 150 TV lines (height)
resolved

This value for Coltman is plotted in Figure 11-25.

07 a I I Il
S20 / Z5396

S LINE PAIR ANALYSIS MEASuREtA
THIS REPORT /

/
500

too i

/,
hi / /

COLTMAN ANALYS,S.,N 9L1EP,Rs-----• g

too-~ ~ ~ COTA/W~$4 F1 AR

hi /

grip 0-6 10-7 4

PHOTOCATHODE ILLUMINAIION --OCN I FOOT CANDLE'S)
SQUARE FOOT

1!I-26. Lime Resolutiom Sensitivity for 820 Standard Scan
Eye View NCgO Target

A check with Coltman's Figure 11-25 shows an ESN improvement
from .25 for 4 line pairs (our anaiysis) to . 13 for 9 line pairs (Coltman analysis).
This would be equivalent to an illumination Improvement of (2.5/1.3)2, or would
mean that (2.5/1.3)2 X 3.7 X 10-8 foot candles would be required for a 4 line pair
pattern, using Coltmana, analysis.- It oppears the analysis of this report agrees
with Coltman at the 150 TV line per plcture height point.

At lower line resolutions Coltman's more complete analysis considers
the detection loss due to additional noise background of thermal photoeir-ctrons and
ampiSflier nmiss, plus the detection loss due to finite scre•en size, and the associated
loss duo to less than 9 or 10 line pairs on the TV monitor.

At a higher number of lines resolved, Coltman considers the *tection
loss due to the spacial frequency loss in contrast of the image orthicon. The con-
trast loss at higher spacial frequencies is equivalent to a decrease of beam modula-
tion at higher spacial frequencies.

The changes in curve shape between the report analysis and the meas-
ured re*Wb as "~ be eMplafted in terms of additional amplifier and thermal
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noise at the low number of resolved lines, and a spacial fro,,quency contrast loss

for the higher number of resolved lines.

C. COMPONENT OPERATING THEORY

This subsection will discuss details of operation, and limitations of performance
of various specialized image components. Part II-C-1 will discuss scanned image
tubes, concentrating on the thin film (MgO target) image orthicon. Part 11-C-2 will
discuss scanned image storage for temporary catalog or integration for improved
signal-to-noise ratio improvement, concentrating on secondary emission non-
destructive readout storage tubes.

1. SCANNED IMAGE SENSORS

Imaging sensors in this discussion are limited to electrontically scanned de-
vices and direct view devices, thus excluding the mechanically scanning thermo-
graph sensors and similar image recorders. I

Imaging sensors are available in various sizes, sensitivities, resolution, spec-
tral response, time constants, etc. They range from small vidicons to large image
orthicons.

The principles used in vidicons and orthicons differ in that the common vidicon
measures the rariation of resistance of the sensing layer "target" material as
established by the scene energy; whereas, in the orthicon, the variation of elec-
tical charge on the sensing layer is measured. In the vidicon the sensing surface
is scanned with an electronic beam, with the resistance variation of the "target"
changing the beam current, for "target" modulation. This "Target" modulation
causes a change iij voltage across the load resistor which is then amplified exter-
nally. In the orthicon the electrical charge is imaged on the "target" or sensing
layer by photo electrons emitted by the photocathode of the image sectiun. The
image is focused electro-statically and magnetically from the photocathode to the
"target." The electron beam as it scans the "target" discharges it, in so doing
the amount of reflected or "return" beam charps by the exent of "tarpt" charge.
The modulated return beam is amplified by an Iaternal eleotcn multiplier before
being applied to external video amplifiers.

Vidicons and orthiconc generally have external magnetic deflection systems,
though electro-static deflection is just now coming into being. A variety of sensing
layer or "target" materials are used depending on type. The image orthicon image
section is available with one of several photocathode surfaces (8-1, S-10, 8-20,
etc.). Because of its many features (speed, seanltivity. reholutba, etc.) the GE
thin film low light level MgO image orthicons will now be diso•sad in deftil to-
gather with application notes.

a. The Thin Film MgO Image Orthblon

1. General Operation

The image orthicon development has been primarily concerned with
broadcast studio work, where controlled lighting is possible, to permit operation
with a signal well above the tube and circiit background noise. In color camera
work, the color filters needed added severely to the light requirements; hence,
development ws bitiated to produce a low light level Image orthicon. This GE
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development features a high gain, thin-film magnebium oxide (MgO) "target" (or
sensing layer) with a sensitivity of twenty to fifty times that of the glass "target"
tubes (such as the 5820). Sensitivity in this case is the amr-int of photocathode
illumination required for a specific resolt'.Izfn.

Besides sensitivity, this target haz- several other specific advantages. Its
extreme thinness Pnd anisotropic property %',.rtually eliminate, sideways leakage, thus
increasing resolution capability over the standard glass target of the type 5820
Tubes. Resolution upwards of 2000 linc;ý per inch have been easily obtained.

The thin film MgO image orthicon may be used to store for long periods
before being read off, which permits addttional sensitivity by use of low frame rates
or beam pulsing with long integration times.

Another feature is that it is nearly void of any stickiness and burn-in, since
operation depends on electron conduction, which is not a depletion process, rather
than on Ion conduction as in the glass "target" tubes. Thus, the tubes can be under.
scanned for long periods without -).rmanent deterioration.

The recovery from lighl saturation or blinding is nearly immediate, with
no after effects; see Figure 11-27 where when operating at maximum low light leve.,
a Navy 24" signal search light was blinked directly at the camerw from 3 miles
distance. Only a 1-1/4 inch diameter area of a 17" monitor was bloomed and this
recovered within 2 scan periods (1/0 see) whereas our own (human eye) sight was
still obscured!

2. Operational Detail

The image orthicon basically is divided into 3 sections. The image section
consists of a photocathode sensing surface which releases photoelectrons when sub-
jected to incoming photons. The photo-electrons are electrostatically and magneti-
cally focused on the "target" or sensing layer thus creating a charge pattern rep-
resentative of the scene energy striking the photocathode. See Figure 11-28.

The photo-electron charge pattern is one of maximum positive charge in
areas of greatest primary electron density, dtie to the secondary emists',, (approxi-
mately 10 for electrons having a photocathode to target mesh velocity of 500 ev).
The target mesh collects all of the target secondaries from the photoc• tl'ode side,
y .ss the primary beam intensity from the photocathode is great enougi to raise

target surface positive in respect to the target mesh potential.

The electron gun provides a controllable electron beam directed toward the
target which is cansed to scan the target according to a pattern established by the
electro-magnetic dflection coil system and associated driving electronics. The
beam current is set to neutralize the charge pattern on the target and in so doing
is modulated by the extent of the charge and the beam current level used. The re-
flected (and modulated) beam returns through the same deflection field, and is am-
plified by the electron multiplier (essentially "noise free" gain so that sensitivity is
limited to the "shot noise" of the scanning beam) to a level appropriate for further

ternal amplification.

Since the beam noise may be limiting sensitivity (with a good preamp) we
wish to use the lowest value of beam current commensurate with the scene illumina-
tion to put th. best sapiglo-o-ias viewing.
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A. Starlight Night. Horizon Not B. One scan 1/30 sec After Ex-
Visible to Dark Adapted Eye with tinguishing Searchlight
7 x 50 Night Binoculars (Subma-
rine Officer); 24" Navy Search-
light Directed at Camera from
Distance of 2 miles; Note Min-
imum Bloom

D..

C. Two scans 1/15 sec After D. Three Scans 1/10 sec After
Extinauishing Searchlight Extinguishing Searchlight;

Chart Room Light on Tug Visi-
ble (Though All Lights Supposed
to Be Extinguished); Other Lights
on Horizon Are Navigation Aids

Figure 11-27. These Pictures Demonstrate Limited Blooming and
Recovery Spee(; ýf GE Thin Film Mgg() Image ()rthicon When

Operated Properly
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For highlighted areas we need more current, thus more beam noise, hence
the lower illuminated areas or intensity sources will be compromised ..vhen setting the
beam current to prevent saturation of the higher intensity areas. Techniques are
being investigated for beam control within a scene, but until they are developed we
must set the beam current higher for: the overall desired results.

The target (sensing layer) current is the difference between the beam cur-
rent and the return current. The signal current i' the target current amplified by
the electron multiplier and since the target current represents the charge established
on the target by the image section photo electrons, it is proportional to incoming
signal or pho ons. For each single resolution element the beam landing current-
voltage relatonship applies when, and only when, tbe beam is on that element. The
radiation intensity (incoming signal) builds up the single element target-cathude
voltage while the beam is not scanning the element and it is discharged by the beIni
when it covers the element. The voltage after scan is determined by the amount of
charge supplied by the beam which is a function of beam current.

The operation of a scanned image tube is affected by the beam landing
characteristics. The beam landing characteristics are non-linear and therefore the
transfer characteristics are ,non-linear in the low and high radiation regi,.ns e(0m-
parable to low and high target voltage changes. The beam current has to be greater
than the target current just necessary for discharge, otherwise abnormal image
spreading will occur because the charge is not fully discharged and thus will sprerd
to adjacent elements until the beam current supplied over the element and near::,
elements will discharge the total charge.

For viewing star fields (varying intensity point sources against a back-
ground) a compromise setting of beam current is made between minimizing spread-
ing and that needed for detection of the lower intensity star images near or at back-
ground light (noise) level.

When viewing a scene (distributed objects) etc., the beam is set to obtain
desired resolution of t0 brighter areas. Even in this case some spreading may b.
allowed in order to Uetter view low intensity areas of the scene.

For studio TV opeiation the beam current would be increased until there
is no apparent spreading in maximum intensity areas and the illumination would be
controlled so that no areas would be detection limited by the shot noise of the high
beam current used in order that no objectionable noise (snow or grainness) would
appear in the picture. Further deta~ls (the operating levels, characteristics, and
techniques of signa! modulation, the effects of varying point source targets such as
stars versus distributed scenes as in studio work, different conditi(;ns of scanning
period, number of lines, and comparison resoiution-senstivity) are covered in the
following technical notes on the use of these tubes. Much of the notes here treat
operation for other than studio use %hich is adequately advisable in commercial TV
literature.

3. Tube Characteristics

The GE low light level MgO image 0-'tl-con tubes are availablo with vari-
o'ks ohotocathode surfaces, target to mesh spacing, standard or militarized rind rug-
gedied versiois. The following table plus Figure 1l-29 summarizez those prcsently
available. Some are standard available tubes whilc others are 6till i-i the "peci.al
purposes category.
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Photocathode Mesh-Target Field
Old No. Type No. Surface Spacing Mesh Ruggedized

GL-7629 SI0 10 rail No No

GL-8092 S10 10 mil Yes No

GL-7821 S20 10 mil Yes No

Z-5294 GL-7538 S10 80 --nil No No

Z-5358 GL-7409 S10 80 mil No Yes

Z-5396 GL-7967 S20 80 mit No No

Z-7806 S20 80 mil No Yes

Z-5453 GL-7969 SIO (UV face plate) 80 mil No No

Z-7807 S10 (UV face plate) 80 mil No Yes

G-7814 S20 80 mil Yes No

Z-7809 510 (Fiber Optic 80 mil No No
Face Plate)

Z-7810 S20 (Fiber Optc 80 mil No No
Face plate)

Z-5395 S1 80 mil No No

Z-?S7 81 80 ril No Yes

The S-20 Tubes are 3 to 4 times more sensitive than the S-10 versions. The spac-
ing of the target affects the sensitivity and the noise content for a given ambient
light level. The close spaced tubes are not as sensitive nor as "noisy," but when
extreme sensitivity is desired the wider spaced S-20 tubes are needed. In military,
low light level (night) applications the wider spaced tubes are almoct always used
where-s for daytime operation the closer spaced S-10 versions should be used.

The spectral response of the photocathode surfa'es normally available are
shown in Figure 11-30. For other photocathode surfaces refer to figure J1-31. For
those applications involving response in the ultra-violet (UV), tubes with special
UV facs plates should be used sincc it is the glass face plate that cuts off the UV
response of most of the suitable photocathode surface materials.

The increased sensitivity of the S20 photocathode compared to the SIO
photocathode is shown by the photocathode spectral response curves. The ratio of
3 to 4 times sensitivity for the S20 assumps a wide spectral input from 28000K to
50000 K black body; in some narrow spectral bands the S20 response Is oniv 2.5
times the 510 response, but the S20 response is wider. One problem of the 820 Is
the non-uniformity orthe photocathode quantum efficiency. The S20 is much less
uniform in quantum efficiency, or sensitivity, across its surface than the SiI

The GL-7967 is the most widely used of the special tubes; it is a wide
spaced 8-20 tube and dIhrolore most snmtive for night use. For daytime use the
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GL-7629a is highly recommended; it is an S-J0 close spaced commercial broadcast
MgO tube. It has excellent uniformity with minimum noise in addition to the other
advantages of MgO tubes.

4. Ruggedized Image Orthicon

Complete printed specifications are not available at this time; however,
each tube is Identical to the non-ruggedized tube listed below, except that it has
been designed to meet the following ruggedization specifications.

Ruggedized Tube Equivalent Photocathode
Non-Ruggedized Tube

G-E ElA G-E ElA
Development Type Development Type

Number Number Number Number

ZL-7805 - Z-5395 S-1

ZL-7806 - Z-5396 GL-7967 S-20

ZL-7807 - Z-5453 GL-7969 UV

ZL-5358 GL-7409 Z-5294 GL-7538 S-10

Shock - 10OG's

I Per specification MIL-E-5272C (ASG) Paragraph 4.1. 5.5 with the followin6
differences:

a) 12 impact shocks of 30 G.

b) The shock shall be applied in the following directions:

1) Vertically perpendicular to longitudinal axis, 3 shocks in each
direction.

2) Parallel to the minor horizontal axis, 3 shocks in each direction.

a) The shock pulse width Is deftine by the use of a 0.2 to 250-cycle-per-
second filter.

Vibration - 10 G's

Under the conditions specified in MIL-E-5272C (ASG) Paragraph 4.7.12
Procedure XII except at operating temperature only. Center horizontal resolution
at 3 X 10-5 maximum foot-candles, photocathode Illumination will be at least 350
lines with 5G applied acceleration in the frequency range from 50 to 500 cycles per
s•cond and a double amplitude of 0.036 inch from 5 to 50 cycles per second.

Humidity

Under the conditions specified in MIL-E-5272C (ASG) Paragraph 4.4.1
Procedure I. Following this test, the interelectrode insulation of the end pins 5, 6,
7, 8, 9, and 10 each with respect to all other and base pins grounded and with 350
volts (minimum) applied is greater than 500 ohms.



Acceleration - 70 G's

Constant acceleration when applied perpendicular to the longitudinal axis
of the tube for 10 minutes.

5. Technical Notes for MgO Image Orthicon Application

The success of applications using the GE low light level (MgO) Image Or-
thicon is dependent on the proper selection of the variable parameters of the environ-
ment. the tube as a sensor, the optical system, the scanning pattern, the video
processing, and the readout system. Lack of proper consideration in any one of
these areas may cause much dissatisfaction. It is the purpose of this section to
discuss the relative factors and trades available to the equipment/system engineer
in the use of the MgO Image Orthicon tubes for special purpose applications.

a. Resolution/Sensitivity Continuous Scan - Distributed Targets (Scenes)

Continuous scanning of the 1.0. target is the normal mode of operation,
together with eye viewing of the monitor to observe the scene. The normal tele-
vision use for which much of the published data is written involves scenes of distri-
buted targets (extended sources and resolved target scenes); that is, a studio scene,
an outdoor sports event or such. Here the ambient light level is usually sufficiently
above the noise level of the tube and a reasonable rendition of the scene contrast is
reproduced. Typical performance curves for this studio type of operation are shown
in Figures II-32A and B. 9

Note 1: The curves are plotted for output resolution vs scene illumina-
tion. Thus for low ligt t ( els the resolution is dependent on the tube
sensitivity and scene illumination. At the higher light levels better
resolution is available if more scan lines are used. To get higher
resolution, sufficient light and proper number of scan lines and band-
width mus* be used in the camera electronics and in the monitor used
for viewing. The reverse is also true, that is, for low light levels
where the ambient light and tube sensitivity show a low resolution pic-
ture the number of scan lines can be reduced to approach the limited
resolution, and bandwidth lowered accordingly; meaning a less critical
(more economical) video amplifier and processor.

Note 2: Scene Brightness or Luminance (B) equals Scene Illumination
(E) times the scene and/or Object Reflectance (R), i.e., B = E .R

Note 3: By Geometric Optics the photocathode Illumination (E)pc in
ft. candles is related to the Scene Brightness B in cndles/ft2

F (ft candles) = IT B candles/ft2
pc 4 (f/no)2

If B in foot lamberts eliminate 7T

The theo2retical analysis of detection performance at lowest light levels on
distributed scenes as read by eye-viewing a monitor, however, shows no improve-
ment by using fewer scan lines, if the scan pattern sweeps the same target area of
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the image orthicon. in the same time. (Assuming beam current was adjusted at

lowest value for detection and thus would be the same as long as the same scan area
and time is used irrespective of number of lines.) The energy from the scene hasn't
changed, therefore, the average beam current does not change for same performanc4
level. The theory holds for noisy and noiseless (theoretically perfect) video pre-
amplifiers. Bandwidth is usually not a factor since the eye is the ultimate signal
recognition detector.

The condition, is, in general, the same for the case where over-scanning
is employed (to decrease number of equivalent scan lines) and thus detectability of
a specific object in a scene does not change, assuming preamplifier is noiseless
and is not causing a loss of resolution sensitivity. The assumption of a "noiseless"
amplifier is also valid when the light level is high enough to require a large image
orthicon beam scanning current, since the beam current for best performance is
large thigher light level). Thas the L.0. noise voltage at the preamplifier input is
much greater than the equivalent preamplifier noise at the preamplifier input.

Overscanning will give a detection improvement (will require 1b -ý light to
see the same object) with a practical "noisy" amplifier at very low light 1cVels,
since the best performance beam current for overscan is larger than the best pet'-
formance beam current for standard scan for the same photocathode inave. Th "
a high performance I.O.system with a low noise figure video preamplifieL- will sho'ý
less detection improvement when overscanned, than a system that has a higher noib
figure video preamplifier. Some test results have shown a detection improvement
at low light levels (equivalent to 100 to 200 vertical TV lines of resolution at 100"),
contrast) if the 1.0. is overscanned. There is a potential problem of large video
signals when the beam strikes the metal ring that holds th~e target. Overseanning,
since it covers the complete "target" area or more, will display on the monitor a
larger beam scanned area, equivalent to a larger field of view, thus an object will
appear smaller (a decrease of object magnification).

Underscanning, of course, will give an object magnification with corres-
ponding decreasing of the field of view displayed on monitor.

Regarding object magnification, a similar viewing effect is noted when us-
ing larger or smaller monitors to display the same scene or to view the same moni.-
tor at further or closer distances. There is a fall-.off due to frequency responso
when viewing scenes with 200 TV lines or more as noted in Figure II-32A which
should be recognized when evaluating performance for higher resolution, but sincex
are talking here of minimum detection (low resolution seeing) we have disregarded
this effect.

The above disrussion is further effected, and improvement will he less
under condition of less than 100% contrast at low light levelh as a quick reference
to the % contrast curves Figure II-32B will reveal'. The low lig't level limit is set
by the sensitivity (quantum efficiency) of the photocathode (8-20 being the best to
date) and the noise in the scanning beam used to read the target charge.

The higi' imit of resolution possible with the G.E. thin film NlgO Image
Orthicon is well over 2000 lines per "target" inch. The maximum resolution of a
system is limited by the optics or the photocathode resolution, provided there is
sufficient light anu contrast and tht beam current, scan pattern, bandwidth and
electronic circuitry is not limiting first, as is often the case. See Figure 11-33 A
and B The ultimate resolution is, of course, limited by the average intensity
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r uxr II-33A. Normal Scan 1029 Line Full Scan

Figure I1-33B. 4 to I Undersican with 1029 Lines: Moons have Increase'd
in Size, [fence Resolution was Exceeded Earlier; P-robably at

Approximately 'ý to 1 or 3000 Lines

Figure 11-33. An Example of Underseanning of 1. (0. for Increased
Resolution - Jupiter and its Principal Mloons, 1029 Line Scan



(flux) per line and the contrast between line and background. However, special techni-
ques are needed to demn•ustrate and/or utilize this resolution as there are no availa-
ble kinescopes (monitor picture tubes) that will display much over 1200 lines per
inch equivalent. The 5" oscilloscope CR tubes sucn as the 4915 are the only possi-
bility, unless the resolution is used over only a 1pirtion !underscanr ag the :.O. and
then dieplayed across the full monitor) of the i~i-d of view.

b. IEluroination Range - Contiruous Sc.n - Distributed ObQjet or At'a
(Scenes)

The range of scene brightness that can be handled depends on opera-
tional settiags. It is possible to adjust for 7'ery Ulose to maximum low light level
sensitivity and, without change of settings, view distributed scenes witb illuminations
increased approximately 105 times (if the amplifier is properly designed) without
streaking or appreciable loss of resolution (400 lines), primarily lost because of
image spreading. More data are needed here to plot a complete resolution versus
scene illumination curve, being careful that lens response is not limiting.

c. Resolution/Sensitivity Unresolved Object (PointSource) Seenes
(non-moving sources)

Very little data has been herei 3fore published except for the G. E
Photo Electric Observatory Reports by J. F. Spalding on the performance of the
G. E thin film MgO Image Orthicon applied to light level scenes having unresolved
(point source) star objects. The treatment of various brightness point sources and
resolution/sen4itivity for various background (sky noise) levels vrsus number of
scan lines, scan period, bandwidth, integration times, etc., is quite complicated.
Basic to the discussion is an umnerstanding of the environment and target conditions
(see Section U) and the lens or optical parameters involved (discussed in detail
in Section I1-A.

Important to the understanding of the image rrthicon are the conditions
of steady state, beam noise, reciprocity, and the effect of integration within the
Image orthicon and external to it (eye integration of the monitor display).

The resolution sensitivity vs scan lines relationship for extended ob.-
jects in general hold3 for point source scenes. However, s'nce ~oinit souw:ces may
be smaller than the scene line resolution, the celestial scene has a high required
resolution and two close sources will be scparated below what might be predicted.
The difference is small and the sensitivity improvement with fewer san lines hold-.
as with the distributed scenes, provided (1) the h 'persensitization condition do.s
not exist and (2) that sky backgrourd level per resolution element is not setting the
detection level.

Detection of point sources is a matter of signal to background noise
per resolution element as explained by detection anulysis. Since the resolution
element size is a function of numbers of lines of scan and bandwidth used, then we
have a trade between this and the resolution/sensitivity of the tube itself. The
limit to be gained is set by the noise in the resolution element, since the Jens dia-
meter and focal length can usually be selected so that the desired performance is-
attained. In thi aerospace situation, the background light may be the; limiting con-,
dition rather than the tube resolution/sensitivity performance, and thus, Inereasin.-
the number of lines (smaller resolution elements) and larger bandwidth
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usually means a gain in overall system performance. For longer focal. lengths1 and
large f/numbers, as in high resolution narrow field -astronomy however, this might
he reversed since the tube and/or electronic noise might be limiting. Each case,
therefore, must be analyzed according to its own requirement if a satisfactory ap-
plication is to result. Of .?ourse, we could compromise, if target rates permit, by
using wore scan lines together with slower frLme rates to avoid increasing hand-
Witlth --,d thus obtain maximum. in-crease in performance.

For normial continuous scaa1 ope~ration, and a given scone contr~a.U
level, intcnsity varies with Integration time.- However, for the celestial nack-
ground. and pitlse operation this can not be extrapolated di rectly without conside_-ring
other affeets thai. may Introduce a bias in performance data .

Many curves can be drawn to show the trade of resolution element size
and ha4dkground vs foeni leng-th, sensitivity vs aperture, limiting magnitude vs aper-
ture for different integration- periods. For a sample, see Figure 11-34 showing reso-
lution element size and background, brightness increases vs focal length. Since each
application generally requires a complete set of calculations and/or experimental
checks, we have included only the more frequently used curves . From the discis-
sions, the remaining necessary conditions can be calculated.

d. Pulsed Mode

The characteristics of the MgObinage Orthicon tubes permit increased
sensitivity by longer integration times, thus large optics. are not neesrl e~d
As previously discussed, the ability for storage and integration reciproc ity leads to spe-
cial applications and StUdies where stationary or nearly stationary scenes are involved.
(Moving targets detection is limited to the energy receivrd per resolut.ion e~eincnts i~e
integratedqpnh for dwell time within the element and the tMe response of the 1. 0. tar -
get.) Data taken during the past four years at Schenectady and, Syracuse has established'
that reciprocity will exist uinder the conditions def ined. Thus, It is only necessaryt0
determine- what performance (star magnitude) can be obtained with a given exposure
or integration time and trade time for Intensity or lens diameter to scale to other val-
uies.. The following table gives typical gains when using 2 frame readout. See Fig-
ures 11-36 & 37 for pictures Illustrating actual performance using Oiroio Nebula.

In determining reciprocity and performance it is importlant to realize,
when eye viewing a monitor ., that'the eye is integrating for 1/5th of a second. Thus,
the Integration period is not the scan frame period (1/60), L, , 3. or 1/15 see as com-
monly used) but rather the l,'5th sec eye integration time, since it effectivelY IF
Integrating 6 scans on monitor in the came of 1/30 kse framie timle. If a photograph
of the monitor is taken, the number of frames registered Gn the monitor during tne
film exposure, times the frame period. should be uned for the integration time.
Here several frames arc often used to get the sufficient light time for adequate film
e3pmsure; rememboering kinescope resolution is better at low inensitles (less irmake
spreading or monitor phosphor)

There is a linearity limit (if integrat ion time which cannot be r-xceieded
withu* clipping This clipping occurs %%iicn the positive c-harge in aniy targ:?t area
exce'i~ed the nositi-.e voltage of the target trnesh (the target voltagje control, is actually
the target - m esh voftnge control). If the target voltage (propfel tiocIml toJ LIX71sity
Lirnes integraljontimc)- does ixcl-ed the i'i-get mesh voltage, the seccondary electrons
dut± to photncathiode currcnt a4,e not collected by the targ.Žt mesh and are returned

to 4ic tar get to mask- I!,- image chig. Aib-thor wayofveigtb -r1Iriso
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f. Readout Techniques (1.0. Tube)

When pulsing (using integration or short exposure) the choice of num-
ber of readout scans is also considered. Here scanning with a low beam current
(low shot noise) can be used many times, or one scan of higher beam current could
be used. The choice is a matter of the application. For instance, if good intensity
(magnitude) calibration were desired on a single still scene, one could use very low
beam current and take many scan readouts over a period of time, taking a film
record of the monitor for each scan. This way at first all stars including the fnint-
est would show, then next faintest would disappear and so on, until the total beam
current used would have discharged the brightest image. This technique provides
an accurate calibration of brightness and avoids the laborious film reading techni--
ques of the past.

It is of little use in an aerospace surveillance system since a relatively
long time is spcnt in reading oult and getting the I. 0. target image discharged; thus,
moving objects would be missed completely. For the latter case, one simply uses
more beam current and thus accomplishes the target image discharge in one or two
scan cycles set by the requirements of object movement. Every object is still read
out, but the intensity gradient is less and thus the relative brightness is not easily
measured; the beam current is higher so the weaker targets are harder to distin-
guish due to the higher beam (shot) noise. For most aerospace problems, the trade
will probably be between one, two, three or four scan readout cycles, depending on
the application.

The trade of one vs two or more scan readouts per exposure of photo-
cathode may be set by the film being used to photograph the monitor. Two scans
of lower beam have, in theory, the same performance of one scan of high beam as
far as signal detection is concerned (the lower shot beam noise of two scans equals
the higher nvise of one scan), but two scans will give more monitor integrated light
energy for the recording film. (For pulsing, the eye would nit be expected to be

specially for integration periods longer than 1/ mon) because the time
reefouts accentuates the flashing readouts tO I q Viewer.

g. Sensitivity o Moving Point Targets

Sensitivity to moving point targets creates a problem, in that sensiti-
vity seemb to have been lost. Actually no sensitivity has been lost at all This
depends on how sensitivity is defined. The performance is set by the integrated
effect of source energy (its strength and the length of time the sou'rce energy can
charge a single or adjacent resolution element) coupled with the 1.0. target re-
sponse time at that light level plus monitor and eye or film integration time. Thus,
for very slow or stationary sources, the performance Is set by the accumulated
integration time within the system (1/Sth second eye integration or readout system
integration time if not a human eye). With faster moving targets, the composite in-
tegration time (charge accumulated per 1. 0. scan cycle X number ci scans integrated)
is progressively less until little or no accumtL;ated charge exists for Integration.
The response times for the 1.0. "Target" (sensing surface) to reach steady state
readout are about .050 sec for moderate liHt levels to about 0.3 or 0.4 secomos
for the low light detection limit sensitivity.

Whea using large f/ratio optics, continuous operation viewing a star
field with so photoc ahode inteaotOm sometimes gives erroneous conclusions. The
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f. Readout Teen niques (I.0. T'ubc)

When pulsing (using integration or short exposure) the choice of num-
ber of readout scans is also considered. Here scanning with a low beam current
(low shot noise) can be used many times. or one scan of higher beam current could
be used. The choice is a matter of thc appliccation. For instance, if good intensity
(Maglnitude) calibration were desired on a single still scene, one could use very low
beam current and take many scan readouts over a period of time, taking a film
record of the monitor for each scan. This way at first all stars including the faint-
est would show, then next faintest would disappear and so on, until the total beam
current used would have discharged the brightest image. This technique provides
an accurate calibration of brightness and avoids the laborious film reading techni--I ques of the past.

It is of little use in an aerospace surveillance system since a relativuly
long time is spent in reading out and getting the I. 0. target image discharged: thus,
moving obiects would be misse(d completely. For the latter case, one simply uses
more beam current and thus accomplishes the target image discharge in one or two
scan cycles set by the requirements of object movement. Every object is still read
out, hut the intensity gradient is less and thus the relative brightness is not easily
measured; the beam current is higher so the weaker targets are harder to distin-
guish due to the higher beam (shot) noise. For most aerospace problems, the trade
will probably be between one, two, three or four scan readout cycles, depending on
the application.

The trade of one vs two or more scan readouts per exposure of photo-
cathode may be set by the film being used to photograph the monitor. Two scans
of lower beam have, in theory, the same performance of one scan of high beam as
far as signal detection is concerned (the lower shot beam noise of two scans equals
the higher njise of one scan), but two scans will give more monitor integrated light
energy for the recording film. (For pulsing, the eye would n..t be expected to be
used, especially for integration periods longer than 1/5th see) because the time
between readouts accentuates the flashing readouts to the eye viewer.

g. Sensitivity 'o Moving Point Targets

Sensitivity to moving point targets croates a problem, in that sensiti-
vity seems to have been lost. Actually no sensitivity has been lost at all'. This
depends on how sensitivity is defined. The performance is set by the integrated
effect of source energy (its strength and the length of time the sou'rce energy can
charge a single or adjacent resolution element) coupled with the 1.0. target re-
sponse time at that light level plus monitor and eye or film integration time. Thus,
for very slow or stationary sources, the performance is set by the accumulated
integration time within the system (1/5th second eye integration or readout system
integration time if not a human eye). With faster moving targets, the composite In-
tegration time (charge accumulated per 1. 0. scan cycle x number of scans integrated)
is progressively less until little or no accumt!ýated charge exists for integration.
"Th, response times for the 1.0. "Target" (sensing surface) to reach steady state
readout are about .050 see for mederate light levels to about 0.3 or 0.4 seconas
for the low light detection limit sensitivity.

When using large f/ratio optics, continuous operation viewing a star

field with no photocathode integration sometimes gives erroneous conclusions. The
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faintest star that can be detected with the eye integration time of 0. 2 seconde some-
times takes more than 0.2 seconds to appear on the monitor when the lens is uncap-
ped or the optics is moved to a new field of view. This means the effective integra-
tion time for minimum detection intensity can be greater than the eye integration
time and the sensitivity for this low intensity is decreased, due to the increased
integration time required for detection. The cause of this increaied integration is
the non-linear beam landing characteristic, if the photocathode intensity in one area
is Jow, with an associated slightly positive target voltage, not muchbeam. currentwill
land and this area will have a larger target voltage for the second scan, which will cau.-
more target "landing" current, and this "bootstrapping" increase of target voltage chnr
in the "dark" area will increase for a non-moving target until an equilibrium exists be
tween the photocathode current positive charge (due to secondary ermission) and the neg
tive charge left by the scanning beam. This time to reach equilibrium, the "time con-
stant" of beam landing, Las to be considered wilth Giow intensity moving objects. The o.
way to decrease this effect is to add a uniform photocathode illumination (use a faster
optics to collect more sky background) or make the scanningbeam monochromatic. U,
less tht sky background Is very dark, experience has shown that an f/i. 0 optics will
collect enough background to make the "time constant" of eye detectable objects 0. 2
seconds oriess.

Accumulated ch ,rge - integration time curves or loss of sensitivity vs
rate can be drawn for various conditions with different ordinates. But since each
cam should be checked specifically, we have avoided general curves with their r-
inew exceptions and variances from system to system.

h. Image Size (Point Source) - Target Spreading

The size of an image of point source reproduced by an I 0. tube and
equipment depends on the intensity of the source. The minimum size of an image i.s
generally two or three scan lines; though occasionally, if excellent lens qua'ty aix
heat fomu of the lens and 1.0. tube are combined with stable conditions of atmos-
Oberi Seeing, a detected image size of 1 line ean be achieved.

Except for the faintest (or nearly faintest) images, the beam will sup-
ply maximum target change as it crosses an image; therefore, the image grows or
spreads until it is large enough for the maximum beam landing current, interated
over this size, to discharge it and maintain a steady state condition. Thus, except
in the case of the faintest image, there is little recognizable beam intensity modula-
tion (as was the case of distributed scenes defining grey levels) but rather simply
pulse width modulation. This leads to use of various noise reduction schemes,
*uch "s pulse width discrlminators, redection of bandwidth, and line to line correla-
tion schemes.

The extent of the image size versus intensity varies with the settings
of the 1.0. target bias voltage and beam current deterniining the actual slope.
Typical values of image sizo In terms of number of scan lines are 2 lines plus 1 to
1-1/2 lines per stellar magnitude less than the minimum detectable magnitude.
(The I to 1-1/2 variation can be controlled by beam and target settings as noted.)
The extent of field occupancy is set by totaling the number of stars of each magni-
tude times the spreading at that magnitude, from the detection limit magnitude and
all smaller magnitudes. For a 16th magnitude detection limit about 5 to 20% of a
So x 9 goeld of view will be unavailable for target detection, because of image
Ipi'. The IS to 20% variation depends on the portion of the sky that in viewed.
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Typical capability for handling a wide range of intensities by variation
of target and beam s_-ttings is clearly illustrated in Figure 11-37 when 15th-16th
Magnitude Nebula light is clearly evident and the 4th magnitude stars are not overly
large (in fact as displayed with less spreading than in Figure 11-36 where only 13th
mag sensitivity is being attained but with different target and beam setting)

i. Image Orthicon Focus Requirements

It can be shown from the detection analysis of star images that good
focus is required for best detection. This is easily seen when adjusting an image
orthicon chain: nothing can be seen until optical focus, image foc-is (photocathode
to target), and scanning beam focus (magnetic external and electrostatic internal)
are very close to their correct values.

Most of the measurement work on the variation of detection with focus
has used spread object test charts, where detection has been evaluated by plotting
the change of aperture response with focus. Aperture response is the relative spa-
cial frequency transfer characteristic of an image tube electrical output using a
variable spacial frequency, constant light intensity, repetitive pattern optical input.
It shows-how the equivalent beam modulation is changed (decreased) by a decrease
of image size (increase of spacial frequency), which makes detection more difficult.
A 10% loss of aperture response will result in a 10% loss of spread object detection.
A 10% loss of aperture response will result in some loss of point object detection;
but the exact loss is not a direct function of aperture response, A typical Sine Wave
image response is shown in Figure P-38.

To achieve good optical focus the image orthicon and optics have to be
rigidly mounted so there is no relative movement between them. Table 5 shows the
voltage and current regulation required to guarantee a maximum aperture loss of
10%, using a standard TV scan and evaluating the aperture response at an equiva-
lent frequency of G Me (400 TV lines).

TOe S. Required Focus Regulation.

Variable % Regulation for 10% Loss of
Aperture Respoem at 400 TV Lines

Photocathode VpC) Ratio 1%
Image VG6I

Magnetic Beam Focus Current 0.1%

Electrostatic Beam Focus (VG) 0.2%

One other focus detection loss is due to the interaction of the time vary- 14
ing magnetic fields, used to deflect the scanning beam, with the stream of photo- Jý
electrons that makes the target image. This interaction causes image defocusing.
The improved magnetic shielding of new "color TV" image orthicon yokes give an
aperture response improvement of 40% at 400 TV lines frequency (5 Mc).
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j. Interlaced Versus Non-Interlaced ScarLning

The question of interlaced versus non-interlaced equipment scanning
involves several choices. Both, in theory, will perform equally as to sensitivity,
resolution, etc. However, due to spreading, stability, and circuit linearity, non-
interlaced scanning will be more satisfactory and practical for research and experi-
mental work -- especially, if image cancellation and similar techniques, where lin-
earity is to be a factor, are to be studied. Some flicker will be apparent if using a
P-4 phospor monitor tube. However, from experience at the Schenectady Observa-
tory, it is not objectionable and is offset by its advantages in selecting film record-
ing equipment. Practically the only reason to use an interlaced scan is to tie in
with a commercial TV network or to use unmodified commercial monitors!

k. Under Scan - Electronic Zooming

Underscanning is a form of electronic zooming; i.e., we can scan less
than the usable area of the 1.0. target and display area scanned on the full monitor
view. By varying the amount of area actually scanned, we have etectronic zooming.
Unaerscanning, for long periods, will not harm thin film MgO 1.0 tubes (this is not
true for glass target I.0. 1s). The resolution/sensitivity, of course, changes as
explained in earlier paragraphs, but normallywith sufficiently lighted scenes, the full
advantage of 2 to 1, or even 3 to 1, zooming, can be realized proVided light level
or exposure time is properly adjusted. Figures II-33A & B illustrates 4 to 1 under-
scan while looking at Jupiter and its four principal moons.

1. Field of View (angular)

The total angular field of view of a lens system with a given focal length
is limited by the required corrections of the lens aberrations, which thus determines
the useful sensor element size (frame size in case of camera film detector surface
or photocatbode size, in case of electrical sensors). Thus aberrations and poor
definition are introduced if larger fields than the designer planned are attempted with
the same lens.

The calculation of field of view is based on focal length and dimensions
of the sensor size, wlli the assumption that the lens is corrected for the size selee-
tod (less than mamrmum seid spclted by the designer).

92 tan-
2 FL

If we avoid large fields of view (where the arc tangent varies from
linear conversions) we can use the simplified oxpression: the angular field of view
in radians per unit length of sensor surface is equal to the inverse of the focal
length. Converting to degrees this becomes

0 (degrees) 57.3xd (inches)
e focal length (inches)
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For 1. 55" diagonal photocathode surface of the 3" Image Orthicon this becomes

57.3x 1.55 k9
FL. FL (inches) diaona1 degrees

This is plotted in Figures lI-39A and B.
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even eliminated in some cases. Applications include devices with fiber optic type
outputs, such as flexible fiberscopes, intensifier tube coupling, radiation scintilla-
tors, and complex fused fiber optic shapes, Other applications include front sur-
f,,e reading such as photograph film or printing in close contact to the faceplate
without any lens system.

n. Scanning ?eriod - Bandwidth

The choice of scanning period varies with applicatlon. If viewing a
monitor is of utmost concern then the time honored 1/30 sec interlaced scan of
commercial TV is hard to beat. In military applications, viewing is generally only
a "monitoring" procedure and can be provided by special means, in order that the
scanning period and format can be tailored to the system integration time require-
ments. For instance; If the integration period is 1/2 sec a non-interlaced raster
(even with a large number of lines) will still keep bandwidth requirements low. Ad-
ditionally slower scanning means less target spreading (physical area) hence higher
resolution for separating objects, and less total field occupancy, therefore, a higher
probability of detection since more time and space is available to find the target of
interest.
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Bandwidth is generally selected so that horizontal resolution is equal
or more than the vertical line resolution.

Resolution is not always a function of bandwidth. it may be, as men-
tioned earlier, limited by the I. 0. photocathode resolution, the 1.0. target, the
I.0. beam diameter, or the monitoring tube ',',am or phosphor size) if this is the
readout, or input-limited by the atmosphere or lens resolution.

b. Video Processing Techniques

The primary concern ji video processAng is to extract useful information
by a combinatior' of equipment and techniques and present it for viewing or data
processing.

The output of the sensing device is generally amplified with circuits de-
signed especially fhr emphasizing and/or extracting various features and detail
information. The type and extent of video processing applied depends largely on
the application.

Ordinary TV and industrial TV distributed scene viewing usually needs:
good grey scale, low noise, high and low frequency peaking, gamma correction,
aperture correction, horizontal and vertical shading, in addition to the .usual bright-
ness and contrast control.

Detection of objects in a celestial environment does not need grey scale
but rather high sensitivity (low noise - high gain), high and low frequency peaking.
"contrast enhancement" techniques, especially when using higher f/number reflec-
ting optics. Horizontal and vertical shading is generally not needed as tube uni-
formity is generally good and thus can be illuminated to keep circuit noise and pick
up problems to a minimum. Some cloud discrimination is possible with proper
video processing.

High resolution of objects. lunar scene viewing and mapping, missile
launch monitoring, etc., requires higher resolution, more TV lines and slower
scanning to minimize bandwidth requirements, high sensitivity (low noise - high
gain), adjustable high and low frequency peaking and in some cases extensive use
of "contrast enhancement" techniques.

Moving target identification involves a combination of many processing
techniques to cover the host of conditions imposed by varying target rates and sky
background conditions. Monitoring for eye viewing requires reasonable scan frame
rates (similar to commercial TV but not necessarily as fast). Non-interlace does
give flicker, but this is not objectionable for monitoring only purposes. When
slower frame rates are used the longer persistant phosphoro such as P-7 should
be used to ease the strain on the operator's eyes; for very slow rate use memory
display tubes or film read out.

The P-7 does not, as commonly believed, lim4t the resolution attainable
for viewing. We have been operating a P-4 anoi P-7 ,ionitor side by side for over
a year (including photographing) with similar (800 line) resolution attained on both.
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1. Monitor Recording

Film recording of information displayed on a CRT Oscilloscope or TV type
monitor are much the same except of the size of viewing tube. Where serious re-
cording is intended the 5" CRT and scope camera should be used, as higher resolu-
tion tubes and greator precision is generally available as well as more phoophors.
Besides matching tube and film, the rates and periods as well as other details of
the application are important if satisfactory results are to be expected.

The characteristics of tube and application includ,

1. Sweep or writing ratcs, recycling period, no of scans to be filmed,
per film picture.

2. Spot size of the writing trace.

3. The decay rate of the CRT phosphor.

4. Brightness and contrast in CRT picture (beam current and vwltage of
CR Tube).

5. Spectral emittance of the phosphor used in the CRT screen.

The film characteristics includp:

1. Film spectral sensitivity.

2. Film speed.

3. Reciprocity and other exposure characteristics.

4. Graininess and transfer characteristics.

5. Contrast and density range (grey scale).

6. Developing and printing procedures.

Tb final selection should be checked with actual tests for practical and
satisfying -sults.

Table I summarizes the most common phosphors used for photographic
recording and Tables II and III show the relative speeds of different phosphor-film
combinations, with different developing times. From the above note that a P- 11
CRT with Photoflure (green) Cineflure or Linagraph ortho are very good for fast
work, Trn X for ormal work and Photoflure (blue) for very fast. For more de-
tails refer to Kodak Data Book #P-37 on films for CRT Recording (available thru
Kodak dealers).

2. Standard and Non-Standard I.0. Chain Processing

For the purposes of this section some of the various processing techniques
are defined and briefly outlined. It is riot the intention here to develop design de-
tails but rather to serve as an introduction to the possibilities of processing. The
application section deals with some of the combinations of features needed for spei-
fic requirements and the trades to be made.
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Decay
-T ime*

(In
Screen Persist- Micro- Fluo I

Type ence Seconds) cencL

P4 MXLdium or 112 wh~te
medium- 14. 000
short

P11 Short 30 Blue

P15 Extremely 1 7 Blue-f.
short rind ne

ultra vi

P16 Extremely 0. 1 Violet
short near-u

violet

P24 Extremely 2.5 Lightp
short

*Decay time of a cathode-ray tube phospli
full value to 1/e(36.8 percent) of the full
intensit! to fall to 10 percent of the full N



hosphor Characteristics

Wave-
Length
of Peak

)hospho- Radiant
*escence Energy Applications lRemarks

AThite or 4500 A Television pic- Some P4 fluorescent powders
)lue-white 0 ture tubes are available with a ,,iien

5800 A coating for burn resitance.

"Alue 4550 A Special oscillo- Produces a brilliant actinic
scope for photo- spot. Widely used for phot,-
graphic record- graphic ree,)ring.
ing

Blue-green 5100 A Flying-spot Helpful for high-resolution,
and near- scanners or high-frequency. continuouu.
ultraviolet special orcitlo- motion recording. Not as

scopes actinic as P11.

Violet and 38*1 Flying-spot Has stable exponential decay.
near-ultra- scanners
violet

IA*QJn 4900 1 Color flying-spot
S' . scanners

jially measured as the time it takes for t e light int.cnsity to fall from i
Snmptimes, however, it is neasured at the time required for the I11

'te. dAay times given in this tabi, are t l/e of the full value.



Table II. Relative CRT Speeds* of Kodak Films

Normal Developmnent: 4 minutes in Kodak Developer D-1 9 at 68 F (20 C)

Phosphor P11 P4 P15 P16 P24

Photoflure, Blue Sensitive 2400 180 60 200 83

Photoflure, Green Sensitive 1800 500 250 130 240

Cineflure 1800 500 250 130 240

Linagraph Ortho 1800 500 250 130 240

Royal Ortho (sheet) 1000 250 130 80 130

Linagraph Pan 900 320 120 82 120

Tri-X Negative 900 320 120 82 120

Linagraph Shellburst 500 180 60 48 73

Eastman High Speed Positive, Type 5305 360 51 25 45 28

Royal-X Pan Recording** 320 150 65 23 47

Eastman Television Recording, 100 11 5.2 .75 5.2

Type 5374 and Type 7374

Eastman fine Grain Release Positive, 35 4 2 6 2

Type 5302 and Type 7302

Kodalith Ortho, Type 3 32 5 5 8

High Contrast Copy 20 12 6 4 5

*Measured at a density of I .0 (net) and relative to the speed of 100 assigned to East-
man Television Recording Film, Type 5374, when exposed to a P-Il phosphor and
developed in Kodak Developer D-*U9 for 4 minutes at 68 F (20 C,.

**A greater speed advaatqe will be reWled if Kodak Developer DK-50 's used.



Table II1. Relative CRT Speeds* of Kodak Films

Lxtended Development: 15 minutes in Kodak Developer D-19 at 68 F)

Phosphor P11 P16 P24

Rovfl-X Pan Recording 6300 600 1200

Photoflure, Blue Sensitive 5400 500 220

Cineflure 4100 250 360

Linagraph Ortho 4100 250 360'

Royal Ortho (sheet) 3900 220 400

Tri-X Negative 2600 200 370

Linagraph Pan 2600 200 370

Linagraph Shellburst 2400 190 260

Eastman High Speed Positive 630 82 25

Eastman Television Recording, 250 19 14

Type 5374 and Type 7374

*Measured at a density of I 0 (net) and relative to the speed of 100 assigned to

Eastman Television Recording Film, Type 5374, when exposed to a P-1l

Pb-IW0 develoe to '--A-f qpr D-19 for 4 00000 at 68 F
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a. Aperture Correction

Aperture correction is used to accentuate rapid transitions from black
to white or white to black. It helps to sharpen the picture. It is accomplished by
providing an increase in gain with increase in frequency (usually 0. .:, db or 0.6
db/mc).

b. High and Low Frequency Peaking

Low frequtcy - high frequency peaking is used to obtain a video am-
plifier with a flat response over wider frequency range than would be obtained in a
straight video amplifier.

Often the peaking is adjustable to permit variations such as over peak-
ing the lows and/or highs (usually the high as the latter accomplishes in part a modi-
fied form of aperture correction).

c. Gamma Correction

Gamma correction is used to correct blawk compression in the moni-
tor picture tube (monitor). It is used where scene viewing (studio and outdoor
sports) displayed r, a picture tube is the prime concern as in commercial TV and
industrial TV. It is of questionable value in low light level military scene applica-
tion and is not needed for applications involving point sources (celestial bAckground,
etc.).

d. Shading

Horizontal and Vertical - is primarily needed where non-uniform
image orthicons are useful. It is useful only if the non-uniformity increases
(or decreases) linearly from left-to-right, up-to-down when only sawtooth shading
is available, Scene non-uniformity or tube non-uniformity not varying nearly lin-
early or on a simple sawtooth curve would require too many versions of circuitry to
be practical and Is thus not used. The uniformity of the G. E. thin film MgO I. 0.
tubes is generally excellent and thus good electronics are use shading circuitry can
be eliminted for nearly all applications. (For studio work it is also used to correct
for non-uiform lighting. ) Elimination means much lsss diance of unnecessary pick
up and noie being added in the video circuits.

e. SeeneA. G. C.

Automatic Gain Control feedback in the video amplifier can be used
for two purposes. rhe first is to control video gain to reduce chance of video sat-
uration on larger signals. The second allows correction for poor (variable) shading
where signal level is involved. The choice of filtering in the feedback or control
function is optimized to the type and extent of correction desired. Generally slow
In relation to bandwidth but faster than a single line of scan (perhaps ) /10 to 1/3 of
scanning frequency).

f. Iris Control

Thin film MgO Image Orthicons can handle (without adjustment) from
10, 000 to 100, 000 light intensity range without serious effects, provided the
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electronic chain is not limiting the performance.- Where light ranges greater than

this are to be encountered then some form of iris control of the lens or optical por-
tion of the system should be provided. This can be manually set or automatically
controlled. In the latter case the automatic control signal may be developed from
separate detection sources (light meter type operation) or by monitoring the image
section of the 1.0. and using this as a means of iris control. Iris control can also
be accomplished by short pulsing the 1.0. photocathode and thus eliminating the
lens iris and associated control. See Section II-C-l-a-5-e.

g. Underscanning

Underscanning the 1.0. target has been discussed in Section 11-C-i -a-
5-k on 1.0. operation. In summary it provides a form of zooming, that is, only a
portion of the total scene is scanned and displayed on the full monitor viewing area,
thus presenting a "close-up" of that portion of the scene. Since the G. E. thin film
MgO 1.0. tubes have a high resolution capability (2000 lines or more) a three or
four to 1 underscan is possible with an apparent gain of resolution, using 525 to 102S
line scanning. (This of course is only true if the optics, scene, brightness and/or
the atmosphere or environment, has the extended resolution capability.) The MgO
tubes can be ui ierscanned for reasonably long periods without damage or perman-
ent "picture framing" (though sometimes it will take a few minutes before the ef-
fect disappears depending on the extent of the after image effect on the particular
tube in use). With underscanning in a celestial background the beam current should
be reset to maintain maximum performance.

h. Overscanning

Overscanning the 1.0. tube is generally done for one of two reasons -
The first, as an aid in equipment set up, adjustment, etc. The second; to have
fewer scan lines which may result in improved res,.lution sensitivity with very low
light levels.

3) Video Processing of Point Objects

The analysis of detection or image signal to noise ratio compared to elec-
trical signal-to-noise ratio shows that an electrical signal to noise ratio equal to
the d4eetion signal to noise ratio can be achieved if;

1. X lines of point image spread are added by RF or video delay lines.

2. X resolution elements are added by a suitable decrease of video
bandwidth.

S. K scans equal to the iniage integration time are added with perfect
registration between individual scan imageb.

It is difficult to add X lines of video Information without some bandwidth
loss and variable delay misregistratioa. The signal processing techniques of radar
(VICI, etc.) can be used with increase] system complexity, including a frequency
transfer of video to solne video modet 4ted RI' frequency and a determination of
horizontal scan frequency from the RF circulation line delay. The valu. of X
(number of circulations or number of video delay lines) is usually determined by
the line spread of the minimum detectable signal. And this line spread is a func-
tion of the beam current adjustment and the background intensity of t43 specific
field of view. Usually X is asuumed to be 2 or 3 for the minimum detectable signal.
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The technique of resolution element addition by decreasing bandwidth can

be easily accomplished, and has been proven effective when using a storage tube
temporary catalog of a star field.

The integration of K scans can be accomplished, in theory, by target charge
integration or pulsing. In other words, a single scan readoff at the target charge
pattern after a non-scanned photocathode-on interval of 0.2 seconds (K of 6 for 1/30
second scan) should result in the same image detection as continuous operation of
the image oithicon with eye detection using monitor viewing. There are lim'tbq of
integration time, sky intensity, and optics diameters and focal lengths that canmot
be exceeded because of excessive target charge "clipping".

One method of overcoming the scan integration problem is to add saccessive
scans on a storage tube in the "write" mode, and "readoff" the integrated total of a
number of scans.

An eqipment problem that the eye automatically solves is "stationary"
noise, or flat field nonuniformities of electrical output. Since these nonuniformities
are stationary or repeat from scan to scan, one method of getting rid of them is to
write the electrical scanned output of a uniform illumination input on a storage tube,
and subtract the storage tube readoff signal from succeeding scanned outputs of an
image. on a point by point basis. This results in an increased system complexity.

Another method of cancelling stationary noise is indirect in theory but does i
not ,sult in increased system complexity: most stationary noise is equivalent to
a la ge image size with low equivalent video frequencies, and surveillance systems
require electronic detection using peak detectors, so a peak detector designed to !
work on bandpass video could accomplish most of the "stationary noise" processing
the eye does. This peak detector would look at video that has already passed through
a bandpass filter, or it would have a detection threshold th.1t would follow low ire-
quency variations.

4) Noise Spectrum

An image orthicon is usually considered a very high output impedance cur-
rent generator, with a 10pf to 20pf capacity to ground output impedance. The two
methods used for achieving an overall flat frequency response both use a large 100K
load resistor as the preamplifier load resistance, followed by (1) peaking circuits
that give a rising voltage gain versus frequency past the input RC cutoff frequency,
or (2) to use feedback to effectively decrease the equivalent resistance of the 100K
input resistor. In either method, the amplifier noise spectrum with zero beam cur-
rent, at a point whiere the overall signal frequency response is flat, will not be flat
Gaussian noise. The rms noise per cycle will be greater at the high end of the
overall video bandwidth, than at the low frequency end. If the image orthicon beani
current is increased until the complete video bandwidth noise is due to beam current,
the noise spectrum will be flat. A fairly good method of evaluating a specific image
orthicon premaplifier is to find the output annode DC beam current required to in-
crease the preamp noise by 50%. The better the preamp, the loý.er Lhe required
output annode current for beam noise equal to amplifier noise. Unfortunately, the
beam noise versus DC output current, and output capacity, etc., of image orthi
cons vary enough so the same I.0. tube has to be used to evaluate preamps.

To restate the effect of noise on eye image detection: when viewing a
"medium" spacial frequency repetitive pattern or point object, only the noise in
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the same spacial frequency region is effective in masking the signal. So for flat
spectrum noise, the important variable is rms noise per unit bandwidth, and the
viewing eye is then considered a "bandpass" device. So the amplifier noise level
in the spacial frt.equency region of interest is more important than the overall video
bandwidth amplifier noise. And just as the eye adjusts to view objects of a specific
desired size, the electronic processing before peak detection can use a bandpass
filter to look for objects of a specific desired bandwidth.

5) Image Intensifier Orthicon.

The image intensifier orthicon (I 20) incorporates an image intensifier sec-
tion ahead of the conventional image orthicon. The intention is to get the sensitivity
of the image converter with the advantages of image orthicon - electrical (scanned)
output!

2 The published curves of low light level performance of the presently availa-
ble I 0 S-20 tubes show that the best tubes require about 1/4th (300 line resolution)
to 1/10th (100 line resolution) of the scene illumination necessary for equivalent
performance of the thin film I.O. 's. Thus, for low light level surface scene sur-
veillance not requiring more than 400 line resolution, the 120 has a definite sensi-
tivity advantage, though the circuitry is more extensive.

In its presently available form, the 120 is limited to 400 lines resolution.
Thus, it may be background limited because of increased resolution element size.
Also, the resolution ability to separate point sources is limited to this 400 line
resolution. For these reasons the 120 requires a large focal length opticl-

Summing the differences:

1. Photocathode area is greater for I 20 (requireF more glass for same
f/ratio)

2. Less beam landing problems (has more pre-"target" light amplifica-
tion).

3. 120 has more scatter; therefore, less contrast.

4. From Parton( 10 ): measurements for less than 400 resolution lines/
picture width -

a. No object movement: scene intensity needed for 120 is approx.
1/10th intensity needed by 1.0. for given line resolution.

b. With object movement: intensity 120 approx. 1/10 to 1/100
intensity I.0. for given line resolution (this due to 2 above).

5. 120 limited to 400 line resolution plus an additional reduction in the
corners.

6. Requires long focal length lens (with associated small field of view)
to limit the celestial background per resolution element.

7. The 120 is subject to blooming ind therefore further loses its appeal.
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2. CATALOG IMAGE STORAGE

All separation techniques that use single site relative movement between a
target and the celestial background require some method of image storage. Some
operating problems and theory of operation are discussed; for electronic scanned
storage tubes, astronomical film, and electronic tape recording.

a. Electrostatic Storage Tube

This general description of operation of an electrostatic image storage tube
with direct electronic readout uses the Raytheon QK-685 as a model. The theory of
operation would apply in general to other .ianufacturers electrostatic storage tubes.
A more detailed reference is Raytheon Technical Information Bulletin Number 142-I,
"A Survey of Recording Storage Tube Types" by Alvin S. Luftman.

Figure 11-40 shows, schematically, the arrangement of the storage screen
and collector electrodes of the storage tube. The storage screen is a fine metal
mesh of about 1000 lines per inch. The side of the mesh facing away from the col-
lector plate, and toward which the electron beam is directed, is coated with a di-
electric material having a maximum secondary emission ratio considerably greater
than unity. Figure 11-41 is the secondary emission curve of a typical material of
this nature.

COLLECTOR/ OUTPUT ELECTRODE

__. - "--'STORAGE SCREEN

i DIELECTRIC SURFACE

BEAM
CURRENT

Figure 11-40. Basic Storage Tube Electrode Arrangement

Now if the electron beam is allowed to strike the dielectric surface at a
potential less than the critical value Vc, the secondary emission ratio will be less
than unity; that is, the rate at which secondary electrons leave the dielectric sur-
face is less than the arrival rate of those in the primary electron beam. This
charges the surface of the dielectric in a negative direction, approaching cathode
potential as a limit. As long as the dielectric surface is maintained at a potential
h!gher than Vc, however, secondaries are emitted at a higher rate than the pri-
maries arrive, so the surface charges in a positive direction. On this basis, we
can explain the various operating modes of the tube; see Figure 11-42.

In the "prime" mode of operation, the storage screen is connected to a
potential of about 20 volts, positive with respect to cathode. This is below the criti-
cal potential, so the dielectric surface charges in the negative direction until it
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0 Vc

U0

POTENTIAL. OF STORAGE SURFACE
RELATIVE TO CATHODE

Figure 11-41. Typical Secondary Emission Curve

reaches zero volts, i.e., cathode potential. A relatively large beam current (50 4v
is used to minimize the time required to reach equilibrium. Note that the dielectric
surface is now 20 volts negative with respect to the storage :creen mesh.

BEAM STORAGE DIELFCTRIC
CURRED SCREEN SURFACE

20V
50P 2 PRr14 20 V4

0v

WI"E 280 V
1.5 If,1 300V 4

285 V

-5 V
'0o READ 15 V

O V

Figure 11-42. Storage Tube Operating Modes

Switching the storage screen mesh potential to +300 volta with respect to
cathode places the tube in the "write" mode. The dielectric surface is now at +280
volts with respect to cathode, which is near the maximum of the secondary emis-
sion curve. The electron gun bias !s switched nearly to cutoff and the video input
signal is adjusted to provide an avereage current of a few microamperes in the writ-
ing beam. The surface of the dielectric is charged In the positive direction, more
or less, depending upon the video signal amplitude. The maximum highlight areas
correspond to about a five-volt increase in storage surface potential. After writing,
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then, the highlight areas of the surface are at a maximum of +285 volts while the
black areas remain at +280 volts.

To read out the stored information, the storage screen mesh potential is
dropped to about 15 volts. This puts the maximum highlight areas at zero volts
and the black areas at -5 volts. The apertures in the storage screen mesh now
serve to modulate the readout beam (about 10 Ia) as it swept by; that is, in regions
of zero storage surface pitential, maximum beam current passes through to the
collector while beam current is cut off in regions of-5 volt po. .ntial. It is seen
then that video output signal current is produced in the collector circuit; maximum
current corresponding to white, zero current to black.

Of course, in order for the operation to take place as just described, there
must always be maintained on the beam side of the storage screen an accelerating
field for the emitted secondary electrons, so that they will be drawn away from the
storage surface. If, as shown in Figure 1, no other electrode is present between
the electron gun and the storage screen, such an accelerating field would be pro-
vided by the electron gun anode which operates at +3500 V. The QK-685, however,
is provided with an electrostatic lens system following deflection and preceding the
storage screen. (See Figure 11-43 for detail drawing). The purpose of this system,
consisting of two cylindrical Aquadag bands (L1 & L2) inside the large diameter
portion of the glass tube envelope and a mesh electrode (decelerator) preceding the
storage screen, is to bend the electron paths subsequent to deflection so they are
normal to the storage screen. This results in more uniform storage screen opera-
tion at the expense of some deflection-defocusing of the beam. The decelerator
electrode is normally operated at +760 V. Since this is higher than the storage
screen potential during prime, write or read, the necessary secondary electron
accelerating field is always present during these modes.

FOCUS DEFLECTION YOKE

I -II
I ISTORAGE TUBE I COLLECTOR

K aI OK 685

G1 G2
S DEFECTIO STORAGE SCREENLENS 2

DECELERATION
LENS I

Figure 11-43.
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The inclusion of the decelerator electrode, in addition, makes possible a
fourth operating mode (called the "erase" mode) following the read mode and pre-
ceding prime. In this case, thre j,•age screen mesh is connected to the decelerator
potential and beam curtent is the same as for the prime mode. Since the primary
electron energy (+760V) is still above critical potential, all areas of the dielectric
surface are rapidly brought to equilibrium with the decelerator and the storage
screen mesh; that is, the storage screen surface potential is brought to zero with
respect to the mesh. Complete and rapid erasure is thus attained, and the time
required to reprime the storage surface is minimized.

One operating parameter that is very important when evaluating storage
tubes is the time required for erasing and priming. For instance, the minimum
time between the last non-destructive electronic readout of the stored image "a"
and the start of writing image "b" is approximately one second for the QK-685.

One use of the storage tube, other than time storage of an image for sepa-
ration due to relative movement of target and star background, is image integration
of a number of scans to give a signal to noise ratio improvement. This integration
can be accomplished with either analog (gray scale) or digital (on-off) video, writing-
on a number of scans, before reading-off the integrated sum of scans. It is neces-
sary to make sure that the dynamic range of the storage screen mesh is not exceeded;
if the maximum highlight "white" area of the screen is limited to plus 5 volts in re-
spect to the "black" screen charge, and 5 scans are to be integrated, then the aver-
age cathode current aml PG1 modulating voltage have to be limited so no area of the
screen Is charged positive more than I vemt per soan. This limiting is more easily
accomplished with digital on-off video.

b. Astronomical Film

The following discussion of astronomical film is brief; for a rrore detailed
discussion Kodak has a handbook P-9 " Kodak Plates And Films For Science And
IMustry."

For celestial work, Astronomical Plate Film Type 103a- ( ) is used al-
moat exclusively. It is relatively slow (faster than Type 103) but offers good
"rociprocity"; that is, a linear trade of exposure (intensity) for time and vice versa
is possible over a wide range.

A summary of ir a `i of Astrommical Film and other photo-
m a follow:

mcal Film 103a-( ) is available in the fobllowi

.'twlotaDIc Sensitizing Classes

143a-O 2500 to 6000; Especially Valuable and from 2500 to 4600Z
nearly flat

10Sa-J 2500 to 550OX; Especially Vis-uable and from 4500 to 5500A
nearly fiat

loftG aN to Especially Vahmble mad from 4500 to 5700O-~ n3t
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Spectroscopic Sensitizing Classes

103a-D 2500 to 6500A; Especially Valuable and from 4500 to 6200A
nearly flat

103a-E 2500 to 69004; Especially Valuable and from 5500 to 65001.
nearly flat

103a-F 2500 to 690d); Especially Valuable and from 1500 to 68001
nearly flat

103a-U 2500 to 5000 & 6500-7600A; Especially Valuable and from 6700 to 7400A
nearly flat

Further data Type 103a-O (fast Blue Sensitive Plates)

Illumination flux per unit photographic density at 4300X Radiation for I sec
exposure = 2/10 ergs/cm2 , flux in ergs/cm2 , for other wavelengths (;):

A in X 3000 3500 4000 4500 5000 5500 6000 6500 7000

103a-O 2
Plates .2ergs/cm .15 .18 .2 .6 60

Pan Chromatic
Plates .4 .2 .3 A 1.0 5 8 8 50

Photon flux per unit density-Blue Sensitive plates, and 4300A Radiation = 4 x 1010

photons/era2

Mass of silver deposited for unit photographic density P = I 1 X 10-4 g/cm2

Photographsc GOni: diameter = 1X 10-4 cm

area = '1- 8 cm 2

mass 4 x 10-1 3g

Number of grains for unit photographic density = 2 X 108 grains/cmr2

Photographic Resolution in resolvabloe lim/mm

Fast emulsion a 65 lines/mm (Tri-X)

Process emulsions - 100 lines/mm (micro-film)

Special very slow emulsions = 500 lines/mm

Density of star Image - I hour exposure on 103a-O (fast Blue Plate)

log D = 2 log d-2 log w - 0.4 m -0.7, where,Pg

d = telescope objective die. (inches)

w - Image dia (cm) on plate

P - pbotographic dnsity (assumed <1)
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Energy depth of Electron traps for latent image

E = 0.77 electron volts

Atmospheric Absorption

Absorption at v' sual response for a fairly clear atmosphere =
0.21 mag/air mass

Absorption at photographic (103a-O) response for a fairly clear aimosphe.re =
0.44 mrv7/air mass

Absorption for S-20 photocathode response for a fairly clear atmosphere =
0. 15 to .017 mag/air mass for low temp targets.

The atmospheric transmission for S-20 for sun temperature targets is 75%
or 0.32 mag/air mass.

Faster films give poorer resolution (grain size), ,poorer grey scale, and
eprly reciprocity failure, and therefore are not suited to accurate calibration and
measurement work.

It should always be remembered, however, th k' good film can never improve
performance that is limited by the optics involved though pretty pictures will be ob--
tained. Thus, the diffraction limit, circle of confusion, aberrations and color cor-
rection errors in the optics coupled with the existing atmospheric conditions are
usually the limits of performance, and the pretty pictures may not be as good as
short exposures with noisy electronic scanning (line' readout.

c. Electronic Recording on Plastic Tape

Recording units are available or are being develop:ed using plastic tape.
These tapes can be grouped by the sensitive surface "filmn"used to write on th3
information:

a) Magnetic film with magnetic write and magnetic read-off.

b) Thermoplastic film with modulated eletron scan beam write, and
optic read-off either as a visual image or a flying spot electronic
output.

a) Photographic film surface exposed by a modulated electron scan beam
or a Cathode Ray Tube image (Kinescope), and optic read-off either
as a visual image or a flying spot electronic output.

Each of these recording units is a complex device with advantages and dis-
advantages of operation, bandwidth, cost, processing time, playback registration,
and linearity, etc. Recording is a separate study area, with ma" boIks and arti-
cles available.

D. LINEARITY AND REGISTRATION

The separation of target from background due to relative movement require
both the storage of Images for some time period, and the ability to register the
present image element by element with the stored past Image. The separation of
target from background due to relative position (stereo) requires the ability to
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register the station A image element by e-lement with the station B image. So lin-
earity and registration of image orthicons and storage tubes are important considera-
tions, when evaluating the separation performance of hypothetical systems.

1. IMAGE ORTHICON

When comparing the images from two image orthicons, the registration problem
is one of matching linearities of the video time versus image position,. It is assumed
that synchronizing and image transfer problems give no error and therc are no lens
linearity problems, when evaluating image orthicon linearity. There =ire time invari-
ant linearity problems which will be called linearity problems; there are also slowly
time varying changes of overall size ind linearity which will be called stability prob-
lems.

Most of the development effort for image orthicon multiple tube "registration"
has been in the area of studio color TV pickup cameras. These color TV cameras
use three ortbicons, and the present "one location" 3 orthicon registration preci-
sion should he obtainable with a 2 locations, 2 orthicon system. With the standard
3 high 4 wide aspect ratio: within a center diameter 8/9 of the total height, the
registration- precision can be held to I part in 2400 or 0. 042% of the verticl height;
outside the 8/9 of total height diameter, the registration precision decreases to I
part in 500 or 0 .2% of the vertical height. I

Improvements in registration performance are continuously being made. At
present, it is felt that the most serious problem is the mechanical tolerances of
the image orthicons. Another cause of misregistration now being studied is caused
by the target charge bending the beam. Since the beam velocity near the target is
almost zero, it can be deflected by the charge on the target (non-uniformly from
tube to tube). This phenomena is not fully understood.

The linearity problems of the image orthicon include the transfer of a visual
photocathode image to target charge pattern (Image Linearity), and time versus
target position of scanning beam (Scan Linearity).

Image linearity is primarily a function of the amplitude and end field direction
of the solenoid magnetic field used for beam focus, and the electrostatic lens used
to accelerate and focus photoelectrons on the target "film". The major effect of the
magnetic field on image focus is a DC size bias, or change of the average photo-
cathode to target size decrease. The major non-linearity of the image electrostatic
lens Is S-shape geometric distortion The G6/PC (grid six/photocathode) voltage
ratio for minimum S-distortion is a idnctlon of the magnetic focus field shaping in
the Image section. This ratio EG6/EPC for minimum distortion Is approximately
0.8, with the normal focus magnetic field strength at photocathode divided by field
strength at target ratio of 0.5. A )% variation of t'G6/EpC results in an S distor-
tion peak to peak of 0.5% of the picture height. See Figure 11-44. An excellent
description of aperture response losses due to loss of focus, and registration lin-
earity problems, as a function of current and voltage regulation is found In an arti-
cle by K. Sadashige in the June 1962 issue of the Journal of the SMPTE, "Stability
Criteria for Television Camera Tubes".

The scan linearity of an image orthicon is effected by the magnetic field versus
time relation of scan, beam bending due to target charge, beam bending due to met-
al target mounting ring, and flatface distortion which results in pincushioning if the
magnetic scan field is a linear ramp function.
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S- SHAPE GEOMETIC DISTORTION

Figure 11-44. S-Shape Geometric Distortion

For all of the above effects, the important consideration for target separation
is not the total dev-.ation from true time-space linearity, but the lack of uniformity
between two lndividual image orthicons, or the misregistration. The registration
precision of color TV cameras has already been reported.

When using the time of target video during sweep to get target position in the
field of optical view, the time-space linearity does limit the accuracy of target lo-
cation. Thus linearity of sweep time versus photocathode image location does limit
orbital prediction accuracy, if the spacial coordinates are determined by measuring
target video time in respect to sweep time. The target mounting ring assembly is
made of magnetic material, which distorts the focus and sweep magnetic fields.
So for better time-space linearity it is desirable to limit scan sweep size, so the
beam comes no closer to the target ring than 10% of the target diameter at the cor-
ners of the scan.

2. STORAGE TUBES

When using a storage tube as an MTI unit, the registration problem is one of
matching the stored image e'ement by element with the present image. Assuming
no image orthicon time stability problems, registration is then a question of write-
on to read-off registration of the storage tube. Will the write-on scan trace the
same path across the storage mesh as the read-off scan? With a single gun stor-
age tube using a continuous magnetic sweep, the linearity problems of both image
orthicon and storage tube sweeps should be cancelled.

Development work with one single gun storage tube has shown there is a regis-
tration problem between write-on and read-off scans. It is a repeatable misregis-
tration, as the following explanation will show, and it can be cancelled by program-
ming DC bias corrections in the scan systems, during the readout scan.

The electron optical system of QK-685 Incorporates an electrostatic collimating
lens system following deflection and preceding the image storage section of the tube.
The collimating lens system consists of the decelerator electrode and two cylindri-
cal aquadag bands (L1 & L2) coated inside the large diameter portion of the glass
envelope. The collimating lens system functions in conjunctioii with the high-voltage
accelerating anode to maintain beam focus as the beam is decelerated from the 3500
V anode potential, while also causing the deflected beam to be bent such that the
electrons approach the storage screen at (ideally) normal incidence. Since the
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storage screen is effectively shicided from the collimating lens region of the tube,
switching of storage screen potential between the various storage cycle anodes does
not affect focus, deflection sensitivity or linearity. However, if the electron paths,
as they enter the region between the decelerator and the storage screen are not
exactly aligned with the electric field in this region (i. e., perpendicular to storage
screen) there will be a lateral displacement of the electron paths which is propor-
tional to the potential difference between the storage screen and the decelerator.
This lateral shift is analogous to that experienced by a light beam obliquely incident
upon a plane parallel surfaced glass plate. Since the potential between the storage
screen and the decelerator is shifted from -460 volts during write to -740 volts for
the readout mode, it can be seen that the amount of lateral shift of the raster can
indeed be quite different for the two modes. Of course, if a QK-685 tube could be
assembled with perfect alignment, especially as regards the storage screen and
decelerator being exactly perpendicular to the electron optical axis of the tube, no
misregistration would occur. Raytheon now places a specification of 1% on the
maximum allowable misregistration for production tubes. This would amount to
about five scan lines vertically for a 525 lines raster, which is of the same order
of magnitude we observed with our particular tube.

So the main problems to be solved when using a storage tube as an MTI system
to cancel a star background are:

I. The problem of electronic detection 'with minimum loss.

2. The non-uniform sensitivity of an image orthicon across the field of view.
3. The number of storage tubes required: (a) For short time (seconds) im-

age storage, to separate with larger relative target velocities. (b) For
long time (minutes) image storage, to separate star backgrounds with
small relative target velocities.
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SECTION III. METHODS TO MEASURE AND EVALUATE SEPARATION
TECHNIQUES

A. FACTORS OF SURVEILLANCE

This section outlines ne of the methods for measurement and evaluation of
separation techniques to determine performance capability using modest equipment.
Some limited test results are included.

The major factors for a successful surveillance system are: 1) initial detection
capabilit-, 2) an adequate separation technique, ind 3) processing of target informa-
tion and data for orbital prediction or other system requirement(s).

The earlier setions of this report have covered the factors effecting detection
and the trades open to the designer in producing a candidate svstem. Since the cot.
ditions of the celestial background and the targets (size, orientation and velocity)
are not under the control of the designer, he must establish what these are (unless
given in the systems requirement),. and then trade between: 1) lens Diameter,
2) Field of View and, 3) Image Time for at'ta'ining the required capability.

Having established the detection requirement, the designer is now concerned
with which of the separation techniques or combination (Hybrid Systems) best applies
to the threat presented for solution (height and brightness of targets to be separated,
etc.). Typical separation techniques are covered in Section IN".

The evaluation of a separation technique is based on its ability to cancel stars
for the range of intensities involved, and its retention of the targets vs its complexity
and economic value. How well this is done is measured in terms of the False Alarm
Rate and the Probability of Target Detection required by the specification or threat.

Factors effecting the False Alarm Rate and Probability of Target Detection are:

1) Registration Errors

2) Direct Video and Stored Video Target Image t13pread

3) Cancellation Range (Intensity ratio of stars that are cancevlled)

4) Detection Loss - number of targets lost (not retained for processing), or
increase of image time to assure star cancellation.

5) Complexity of the Storage Technique or Comparison Technique Used

6) Length of Delay Time(s) used

7) Use of processing for additional target information and alarm analysis of
retained signals.

The output requiremer.t and ultimate purpose is next approached. In the case
of predictions, the compromise of high volume accurate data for orbit prediction
versus time to survey the sky for direct surveillance output, versus the minimal
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data needed for acquisition information for a higher accuracy (limited quantity of
tracks) precision track unit for better orbit prediction should be checked. Also an
,nalysis of degree of needed track data accuracy versus orbital mechanics (mathe-
matical equations, etc.) should be considered in the complete system synthesis.

Typical data requirement for orbital predictions are briefly covered in Section

V and the suggestions for future study outlined in Section VI.

The remainder of this section covers in more detail:

1) the factors effe~ting False Alarm Rate. Detection Probability, and Com-
plexity

2) measurement and test programs, using modest equipments

:3) some limited measurements of various separation factors

4) hybrid separation system and

5) the detection of a target vs orbit height

B. EVALUATION OF SEPARATION TECHNIQUES

The fundamental criteria of a separation technique are: does it cancel all stars
(False Alarm Rate), does it retain all pertinent targets (Detection Probability), and
does It do it economically, that is within reasonable complexity? In applying these
criteria to the possible separation techniques, the contributing factors are measured
and compared against the results desired. The principle factors involved are briefly
outlined here.

1. FALSE ALARM RATE (7 STARS NOT CANCELLED)

a. Film Catalog or "Permanent Storage" Image Cancellation Techniques

The factors effecting the ability to cancel when using a film negative 2t the
image plane for direct cancellation, or a flying-spot scan of film with video can-
cellation, include:

1. the differential atmospheric refraction across the field of view, and
the "D. C." refractive pointing error as a function of the elevation
angle being viewed (and the elevation angle when the film was origi-
nally exposed).

2. the short and longtime stability of the film and film mount In repeating,
within stringent tolerances, the complete field image each time a par-
ticular film negative is recalled for uae, including wear, tension, and
temperature effects.

3. the flexibility to adjust, update, or otherwise account for moving
celestial objects such as planets, asteroids, variable stars

4. dirt (or dust) on the film

5. maximum density cancellation ratio for stars (point sources) and
nebulae, etc. (extended sources), (the few very bright planets and
stars might be handled in the alarm processing)

6. image spreading
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7. the problem presented by differential tube sensitivity across the

imaging surface (no sensor device will be ideal).

1). Delay Interval - Temporary Storage Catalog (NI. T. I. ) Techniques

The factors concerned h_Žre are mostly short term changes. That is,
changes near or within delay interval" or system cycle plus those introduced by the
equipment mounts, or methods involved such as:

1. writein - readout registration including image spread

2. integration required for setting level of peak detector to maintain
rcasonable false alarm rates to handle scintillation (background) and
system noise

3. type of separation, that is, by direction as well as distance of image
motion (for alarm processing function if used).

c. Stereo or Baseline Separation Techniques

The factors here include:

I. weather differepces at the tw3 sites

2. differences in refraction due to differences in atmospheric conditions
at the separated sites as well as difference (D.C. bias) due to look
angle difference with respect to horizon for same star fields (this can
be minimized by non-level mounting - mutually level) and programming
D.C. bias

3. slaving accuracy and precision as effects mount registration

-1. differences in tube (image surface) sensitivity for two tubes as well as
individual field variation

5. two 1.0. registration (sweep)

6. synchronization including storage tube equipment.

Common to all the above are effects of atnospheric dancing, weather.
clouds, including especially wisps of haze, high cirrus and ice crystal conditions,
meteors aind passing aircraft lights.

2. DETECTION LOSS (% TARGETS LOSS)

a. Film or "Permanent" Storage Techniques

The factors effecting the detection loss in film catalogue techniques are:

1. fog level (attenuation added In light path) or scanning noise level if
separate film Is read and compared at video If that version of "perrna-
nent" storage is used

2. reduction of "open" sky area available due to image spread required
for cancellation (see false alarm discussion)

3. weather (catalogue need not include fainter stars when sky is less clear
or moon is out, etc.)
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b. Temporary Storage (M.T.I.) Techniques

The factors effecting the detection loss here are:

1. integration time to obtain neces. .ary peak detection over noise back-
ground (electronic signal to noise) for transfer of signal to storage tube
(use of Schmidt trigger for digitized video, etc.)

2. loss of digitized video versus losses in analog video cancellation

3. direct video target spread "open" sky available

4. total delay interval cycle time necessary for motion detection (cycle
time for repeated sky coverage) (fast moving targets getting through
undetected).

c. Stereo Techniques

The factors effecting detection loss here are:

1. site and weather (primarily cloud) differences at the separated sites

2. transfer of Information for all or partial processing.

3. SYSTEM COMPLEXITY (ECONOMIC FACTORS)

The film catalog systems require mechanical precision in various forms In
addition to the electronic detection and alarm functions.

The temporary storage tube technique (M.T.I.) minimizes i.echanical require-
ments but requires unduly large numbers for higher altitude target separation due
to the longer storage time needed. Thus single site systems require more com-
plexity in equipment if the higher altitude targets are to be separated. They are
logistically simpler with less administration need3d, etc. Due to weather and lack
of redundancy, a single site Is less reliable than a multiple site system possessing
single site processing for low altitude separation. It is, of course, more reliable
than the multi-system if both sites must be functioning for stereo separation of the
higher altitude targets.

Multiple site (stereo) systems require more logistic support and administration
oxpense; however, they offer redundancy if equipped for single site low altitude tar-
get processing (temporary storage). For higher altitude target separation, the
stereo technique should be less complex than single site processing.

C. EQUIPMENT ASPECTS IN EVALUATION OF SEPARATION TECHNIQUES

Our primary objective in measur: rnent and evaluation of separation techniques
is to do adequate testing with modest equipments (small lens diameter - limited
function equipment) to provide necessary confidence that system goals and require-
ments can be met.
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To meet this challenging objective the functions of separation are evaluated in
various phases, but in realistic environment. In accomplishing this measurement
task we are especially concerned with:

1) getting the same number of stars in the field of view as with a final system
(star density)

2) determining the ratio of intensities of stars and targets that can be processed
by various functions of a system

3) an integra.:ed image orthicon and storage tube equipment for assessing the
functions of a short term delay (GM. T. I.)

4) a suitable presentation method for evaluating performance - monitor and
camera, etc.

5) ancillary equipment needed and precautions with it and finally

61 site selection and construction factors.

The following paragraphs discuss these items in greater detail as functional
parts of equipment.

1. OPTICS COLLECTOR

Typical satellite surveillance systems will require 25 to 36" diameter optics of
"25 to 40" focal length (f/no. of. 7 to 2.0). These lead to fields of view of 20 to
3-1/2o. Such optics are expensive and unwieldy to handle in anything short of a full
system setup. To simulate capability for testing the separation functions of a typi-
cal aystem, we are primarily concerned with:

a. obtaining a similar detected star density at the sensor

b. obtaining images for relative quality and

c. maintaining a reasonable field of view

We do not need the overall system aperture or field of view. To get the same
number of detected stars in the field of view as a 15 to 16th Stellar magnitude detec-
tion system having a 27" f. I. optics (2-3/40 field of view), we merely select optics
such that the field of view is larger to make up for the lesser detection ability, or
the detection ability is greater for a smaller field of view.

If we use more than a 100 x 100 field of view, we will have too large a variance
of' star density in a single field of view, i.e., we would cover more than the width
of the Milky Way average if we were checking in it, or we would be getting into
denser areas when wishing to test only the sparser sections of the sky. Thus we do
not wish to use less than 6 in., (150 mm) focal lengths if using a 3" image orthicon
for sensor.

As for aperture, this needs to be selected as large as practical tj minimize
integration time needed. Refractive optics should be used to avoid the stray light
pi.,lems inherent in reflective optic system which would raise the background light
to ievis that wouid limit star densities obtainable. Thus a 6" f/0. 9 to 1.0 (6 to 7"
aperture), is a good choice and a 6" f/1.8 (3-1/3" aperture) lens is a close practical
second choice land more economical). The f/1.8 lens require the integration time
to be increased modest~y to account for the smaller aperture.
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Farrand Optical Company offers a 6" f/. 87 lens and Astro Berlin offers a 6"ý
f/!1. 8 of excellent quality at reasonable cost.

To illustrate the above selection: Refer to Figure 1-11 for star densities and
Figure II-21 for detection star magnitudes (in POTI report).

We wish to make the number of stars seen by the testing system equal to the
number seen by the larger surveillance system optics:

30" Dia. opti c NSD 6" Dia.Thus, NSD for 27" f.l. Optics

but from Figure I-11 at 00

NSD 27" at 15-1/4 mag. detection = 1200 stars/degree2 K 2

6"

X = 1200 X (6)2 1200 x .05 = 60 stars/degree2

from 1-11 at 00 60 stars/degree2 = 11-3/4 mag.

from Figure 11-21 a 6 to ?" dia. lens = 11th mag. at 0.2 sec integration (eye)

Thus, this lens will require 0.4 sec integration to get the 11-3/4 mag. needed for
these de~isities.

30" K 2-
From Figure 1-11 at 900 and 15-1/4 mag. NS 27 = 100 stars/degree2 ( )2

S100 ( 2 = 5 stars/degree

from I-I! at 9g0

5 star/degree 2 = 1lth mag., thus the 0.2 sec. eye observations
is the only integration needed for the sparser sky densities.

If a 6" f. 1. f/1. 8 lens is used then an integration time of approximately 3/4 sec
f* 14-1/2 sec respectively will be needed to account for the lens diameter decrease.

u1 dia. = 4 to 1 integration time change)

If 0p tled to use a 12" f/6. 0 telescope system then
12"1D K2 30"1D 1 K 2N5 72" f.l. S"27 f2". L 1200

and X - 1200 72 2x- 1200 X (7. 1) = 8 staor/c Q 2

from 1-11 this is about 17-1/2 mag!

For 12" diameter optics, detection of 12-1/2 mag is possible for . 2 sec. inte-
gration, therefore 5 mag. additional gain thru integration or approximately 17 sec
integration time (not counting aperture loss ,',e to secondary mirror, etc.) is
needed. This is impractical. Also a 12" f/6. 0 would be background light limited
before 17-1/2 mag. is reached for normal sky backgrounds and normal scanning
(sm Figure 114U) em oxoIaft stray light (see Section II-A-7).
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2,. ELECTRONICS

The electronics (TV chain) for evaluating equipment should have special low
noise pre-amplifiers with minimum sensitivity to pick up, throughout tWe electronics
functions. A minimum of two pre-amps are suggested; one having 18 to 20 Mc band-
width, the other a special 4 tn 5 Mc low noise, high gain unit.

In addition, approximately 1009 or 1200 line scanning capability is desirable,

in addition to usual 525 line scanning. This is especially necessary (1000 line and
20 Mc) when using fast lenses (f/no. <2. 0) in Milky Way areas or when the early or
late moon is in the sky (full moon will nearly always limit performance).

Non-interlace scanning format is preferred though not absolutely necessary.
(one frame, one field.)

The electronics should include provisions for integration to at least 4 secs with
trigger output for recording camera synchronization. (Short pulsing as an added
feature allows additional capability for measuring atmosphere perturbations. )

3. RECORDING CAMERA

A speed grn.sphic with Polaroid film pack and s3 nchronized (BC) shutter is most
handy (and inexpensive) for day to day test analysis.

4. VIDEO PROCESSING EQUIPMENT

If separation techniques are to be evaluated., a minimal equipment using a stor-
age tube with readin-readout and erase electronics plus comparison (cancellation.)
logic is suggested. Since video processing electronics are depenuent on signals
from the camera electronics, it is questionable whether these can be separated
(purchased separately and married at later dates) without a sacrifice of performance.
Stereo (two senso:) equipment should be considered.

5. MONITORING

A two color registered display, using either color TV or 2 color registered
black and white would provide a practical monitoring and recording means for sepa-
ration system performance analysis for detection, registration, motion separation,
and target spread evaluation.

6. ANCILLARY EQUIPMENT

a. Mount

A mount with sidereal drive is needed where celestial work is performed.
This can be attained at minimum expense, using a guod az. - el. unit mounted on a
slow rate (sidereal) turntable, tilted to the celestial pole elevation 'latitude of ob-
server) 1,) provide right ascension and declination axis motion, (or the az. - el. unit
can be equipped with a special low speed reduction unit for sidereal drive with an
overriding feature for moving quickly to selected right ascension positions).
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b. Star Catalogues, etc.

Star c-talogues will be needed to measure the detection perf.rmance: with
use of small optics, star catalogues for calibra.tion will not need to go to the fainter
magnitudes thus less vigorous, less tedious, quicker analysis! (10th mag. is prac-
tical. )

Astronomical Tables for star positions - sidereal time, etc., will also be
useful.

c. Time

Means for receiving WWV or CHU observatory times signals should be
provided and clocks for ur as well as local time are handy.

d. Communications

Intercom to mount, etc., is desirable in addition to standard phone facilitie

e. Satellite Prediction

If much satellite observation is contemplated, arrangements for receiving
orbital elements and computing local look angles will be useful in identifying which
satellite has been detected. (There are quite a ie~w up there now so that cataloguing
is increasingly important.)

7. SITE SELECTION AND CONSTRUCTION

Site selection, preparation and construction must be made to minlmi7e loeal
atmospheric conditions and local thermals as is practiced for astronomical obser-
vatories. Particular attention should be given the consideration of convection wall
construction - insulation - air flow and conditioning in and around dome - white ex-
ternal pa.inting - location of discharge of heat exchanger, surrounding foliage, etc.

Weather analysis for contemplated location can be made in various ways, re-
membering that in general there are more clear hours at night than during the day.
For a typical analysis see Appendix A-VII.

Facilities needed vary with intended use and should include unless available
the following:

a. Operations

Office area

Conference area

Snack area

Rwrdir% room
Recouds area (storage and analysis)

h. Shop - Serv'ice

Mechanical

Electronic

Il
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c. Air Conditioning

Equipment requirements

Personnel areas

Dome area

Outside wall convection

Supply (if used)

D. SEPARATION MEASUREMENTS TO DATE

1. ACHIEVABLE EXPOSURE DENSITY USING FILM PLATE

In order to have a practical film catalog cancellation system the film mask
should ideally be a transparent plate with opaque spots in the positions corresponding
to the stars. The density of opaqueness will set the inten ity performance ratio of
the system. To be practical for a surveillance system, this should be as high as
possible (Density 6, 1,000,000:1, or 15 Mag. desired) otherwise several film layers
will need to be stacked with ensuing problems. Since published, Kodak data covers
only to density 3 (1000:1 intensity - 7-1/2 Mag), a G. E. funded program was initiated
to measure densities acbievable.

The program was undertaken to determine a combination of astronomical plate
material and processing technique to achieve the highest possible density of an ex-
posed area, combined with the lowest possible density of an unexposed AN=. Since
each of these achieved separately are in opposition, it requires special processing
techniques to optimize them both together. Various special developers were used
and special techniques we.-e also used to reduce unwante-l density. The first part
of the program considered area exposures and is reported here, the second part
considers exposures to point ;ources and is underway at the G. E. Schenectady
Observatory.

The final results for exposui - d irea indicates that type Ila astranomical plates
would be the optimum material to u , for the process, together with development
at 680 for two minutes in D-8 developer t,• which has been added a restrainer con-
sisting of 1. 80 grains per quart of developer of Benzotriazole, (also designated as
Kodak anti-fog #1). Processing is for 2 minutes, followed by a rinse in running
water and then 5 minute fixation In a rapid lix.

Tests were run on 6 Astronomical Type Plates along with Plus X film; 103a-O;
103a-F; Ila-O; Ila-F; 111-0; IV-O. Developers tested were Duktol, full strength;
Dektol Diluted 1:1; D-8; D-9; and KoKalith Developer. Each of these was used nor-
mally and in combination with anti-fn7 #t (I•nzotriazole). D-8 was also tested with
two concentrations of Benzotriazole. fj 1 a accompanying table gives the maximum
density achieved with each developer-film-aj.ti-fog combination, and also the fog
level with that combination.

Three emulsions had satisfactory D max levels: II, III and IV, but the higher
speed inherent in Ila made it a logical choice for the process. The choice of IIa-()
over Iha-F was prompted by the lower fg level of Ila-O, giving a Jinal dynamic
range of 5. 70 or 1 to 501,200. This half million to one range was accompanied by
a fog level of .20 in a D-8 normal process. Addition of anti-fog gave a. 13 fog
level and a dynamic range of 467,700 to 1.
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The second highest range was achieved by a IV-O emulsion developed in D-19
with anti-fog 1. 8 grains Benzotriazole per quart of developer, developed for 5 min-
utes. A range of 891,300 to 1 resulted, with a fog level of . 05. The highest range
was 933,300 to 1 with a type IV plate, developed in Kodalith for 3 minutes with 1.8
grain, Benzotriazole added, giving a fog level of. 03 and a maximum density of 6. 0.
Densitometry of values over 5. 5 are subject to some e-.,ror, since pinholes and
scratches give lower than actual readings, as does stray light. These figures are,
then, on the conservative side, and may give actual dynamic ranges up to 20% higher
than read.

Since adequate results were achieved directly with controlled development it
was not necessary to investigate the results of intensification; reduction; or second
generation duplication or. extreme contract materials such as Kodalith.

Exposures were made in an intensity scale sensitcmeter using neutral
density filters to reduce the exposure level to 1/2, 1/10, 1/100, 1/1000 and 1/10,000
of the original level. The initial illumination level, measured with a Spectra photo-
meter was 7. 0 foot candles, consisting of a #212 enlarging lamp without reflector
at 48-1/2 inches from the sample. Exposure time was 15 seconds giving a basic
exposure of 105 foot candle seconds. Elimination of the stray light problem was
done by measuring the fog leve! on -wL unexposed plate processed along with the
exposed plates.

2. TEMPORARY CATALOG SEPARiATION - STORAGE TUBE M. T. I. (see also
Section IV-D)

For the past two years an internal G. E. program has been conducted in the use
of storage tube M. T. I. with I. 0. camera equipment for star cancellation. The
results of the program emphasize the importance of operational experience with
this type of equipment and necessity of carefully designing all electronic functions
to be compatible. (A well integrated equipment, no compromise adaptions.)

To minimize detection loss and false alarm rate we need to have:

a. A specially designed Schmidt trigger plus quantized video, so that the trig-
ger can be set to operate near noise level and yet obtain a sufficiently small
False Alarm Rate by integrating 3 or 4 units on the storage tube.

b. The Schmidt trigger designed to balance an optimum bandwidth that has
determined from analysis of what frequency response is needed to get the
best electronic signal to noise. (The full video bandwidth, as set by the
scanning pattern parameters, is not the optimum for electronic signal to
noise detection where the image is spread over several resolution elements.
A spread of several resolution elements is normal for the faintest stars
or targets that we can expect to process. )

c. Excellent linearity and position for write in and readout of the sikrage tube.

The poor results in False Alarm Rate (leading to need for integration of many
frames before writem to reduce False Alarm Rate to acceptable values) were traced
to non-linearity in the vertical sweep circuits used to drive the storage tube. The
non-linearity resulted in excessive line spacing at top of tube such that the space
exceeded the line width thus if readout differed by 1/2 line the information could be
absent.
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Very limited tests were made using analog video but here the unilormity a."d
circuit control of the storage tube is very critical leadcng us to the digitai or quan-
tized writein.

E. HYBRID SYSTEM

A hybrid separation system using both stereo for high altitude target separation,
and temporary storage (storage tube MTI) for low altitude target separation has been
investigated. The low altitude MTI separation would use one short term storage,
and the stereo separation would find the targets in altitudes from the maximum MTI
altitude to the maximum stereo altitude.

To review the individual separation system problems: Temporary storage sepa-
ration with one finite delay time has a maximum target altitude (higher altitude tar-
gets have a lower relative angular velocity) that will allow separation. At greater
target altitudes the relative movement of the target i& not great enough and the tar-I
get is cancelled along with the stars.

Stereo separation has a maximum target altitude for any given dual site spacing
that will not cancel the target. At this maximumn target altitude the stereo angular
target separation will approximately equal the expected dual image registration
error. The minimum target altitude for a stereo system can be set at the point
where the angular separation is greater than half of the view field, or at a lower
target altitude where the target can be "underneath" the combined view field volume.

To define a hybrid system for separation these variables have to be determined:

1) Dual Site Spacing Distance

2) Temporary Storage Time

3) Image Time (Integration Time)

To solve for these separation variables decisions are made on the basis of the
following relationships:

1) Star magnitudle detection sensitivity, with lens diameter and image time.

2) Variation of target orbital relative velocity with target altitude.

3) Stereo site spacing versus stereo angular target separation versus target
altitude versus t,•orget elevation angle.

Table IIY-1 shows the lens iameter and image time required for a specific star
magnitude detection capability. Figure I1-1 shows the target relative angular velo-
city as a function of target altitude, for a 900 elevation overhead view of a circular
orbit. Figure il1-2 shows the minimum image parallax (stereo angular target sepa-
ration) as a function of target jititude, for the minimum system elevation angle of
200. The minimum parallax is approximately 1/3 the maximum parallax (sin 200/
sin 900).

Ill-11



TABLE III-1

DETECTION LENS DIAMETER IMAGE TIME
MAGNITUDE S20 10 APPROXIMATE

16 47 Inch 0. 2 second

25 Inch 0.8 second

1- 23.6 Inch 0.2 second
12 Inch 0.8 second

12 10 Inch 0.2 second
3.94 Inch 0.8 second

A sample calculatio-. ,;f hybrid system variables will now be made. Assume:

1) 12 magnitude detection using 12 inch diameter lens and 0. 2 second image
time.

2) MTI minimum separation for target detection is 25 s-c.

3) Stereo minimum separation for target detection is 50 sec.

Now make an arbitrary 2 second storage time for temporary catalog.

A. From Figure III-1 and assumption 2 the minimum
0 25--%

= 12.5 se._- for 25 sec
t sec

separation in 2 seconds gives a maximum target altitude of 20,000 nautical
miles.

Now make an arbitrary site spacing distance of 50 n. miles.

B. From Figure 11I-2 the maximum target altitude that can be separated at 200
elevation angle is 70,000 miles, and the 900 elevation angle maximum tar-
get altitude is 200,000 nautical miles.

The hybrid system of stereo MTI separation might have advantages of both units,
and Rvoid some of the disadvantages. MTI should work well for low altitude targets
(at both sites if desired), and stereo should be able to detect high altitude targets so
that long time storage and many storage tubes will not be required. And MTI should
allow partial operation when variable weather makes stereo operation difficult.

F. DETECTION OF GIVEN TARGET AS FUNCTION OF ORBIT HEIGHT

It is possible to calculate the range of missile sizes, reflectancee, and orbit
heights that are equivalent to a given star magnitude. Then by including the circular
orbit relative angular velocity it is possible to evaluate the relative detection re-
quirement.

As an example, assume two orbiting targets have the same star magnitude, but
one has a larger radius and/or reflection, and is at a greater altitude. Although
both targets have the same magnitude, the greater altitude target would be easier
to detect because its relative movement during the image time would be smaller.
With a smaller relative movement, the energy per resolution element during the
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image time would be greater, and tnis is a major detection criteria. If a more in-
tense (smaller magnitude) target moves 100 resolution elements during the im,.e
time, it has to have at least 100 times the intensity of a "stationary" targret to have
the same detection probability as the stationary target.

T he following brief analysis will show the relation between intensity, relative
angular velocity, image time, and intensity per resolution element per picture.

watts K1I n fe n s i t y I It m e e ) h 2

Detection Criteria D ~ ( watt . seconds
meter 2 • Resol. Element

degrees. K.-, 'Relative Angular Velocity w ( second K K- _h_-___

Degrees Field of View
O)RE-- ResolElem TV Scan Lines

2 or 3

If the relative movement during one image time is less than one resolution cle-
ment, then the energy per resolution element is the total energy.

De r I xt(image) (1,

No image Movement

If the relative movement during one image time is more than one r'solution
element, then the energy per resolution element is independent of the image time.

DI t(image) I . ORF (2)c Resolution Elements N 7- 0/ F
Image

Resol Elements w x t(image) Degrees Per Imba'e Tim__
Image rime R LE Degrees Per Reiol Elem

Another way of writing the "no image movement" detection criteria when the
relative movement is less than one resolution element is:

S_1__ RE )< of one Resolution ElementDc Image rime (3)

NV Image Movement

Figure 111-4 shows a plot of target size, reflectivity, and height that result in
a constant star magnitude. As an example, the minimum target radias hat can be
detected with a 16 magnitude sensitivity, at a height of 1,00,(000 n railc:;, is approxi-
mately 5.3 meters.

By combining the data of Figure 1li-4 (star magnitude T, apparent 'di,:v J r a,
and height h) with the relative angular velocity w of Figure Ill-1, lid the visual
star magnitude to visual photons per cm squar ' second of Figure W1-5. !t is pos-
sible to plot the detection criteria in terms ol photon', per mete'r squareut de.ree in
Figure 111-6.

Ill-.!5



CC

aL
(S3'fWN)Lw!;3#4 )ýN~ 1#4



100000

101001

Fw-*r 113



Is
jrZ. -

ia 50 iii
0� �

* � N �
_ 0 N

��wo ____ 2
0)
0

S

N

0 S

2 _

0
U - -

(A
52 g �hh

I- �)
hi -

I- I �

-
'9 a)

0

2
(se�ew u) ii

'TI-"



ý3

(OM) =.85 x 106 PHC'PNS
t4 -- ,1 SECOND

(5mM) -. 85 x10

HOM) = .85 x iO

5l5M)= 85 x IO

2

I O

I I I
to

-- 0

0 u

I0

-x E

10 6 7 8 9 10 II 12 13 14 15

VISUAL MAGNITUDE

Figure 111-5

11I-18
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Figure 111-6. Detector Irradiance vs Target Variables

Figure 111-6 gives the detector irradiance in photons per meter squared degree,
for several apparent size targets, as a function of orbit height h. Figure 11146 shows
that for any apparent size, detection is more easily accomplished at lower altitude,
since intensity increases faster than the relative angular vek -,.y increase, als the
orbit height is decreased.
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Figure 111-6 shows that an analysis of the threat could be used to determine both
the detection and separation requirements of a system. The threat can be expressed
in terms of apparent target size N r a, and orbital height h. And both the detection
requirement and the separation requirement can also be evaluated in terms of ap-
parent target size and target orbital height.

To use Figure 111-6 the number of photons required for detection, and the degrees
per resolution element must be known. A good number for detection photons is 1000,
when an S20 is used. A square 3 degree field of view using a 1000 scanning lines
results in 3/500 degrees per resolution element. The data of Figure 111-6 says that
for an apparent size of 0.1 meter radius, with an orbit height of 10,000 n. miles,
the detector irradiation is approximately 102 photon/cm2 degree.

1000 photons 2 photon 3 degrees l
Iles Ele 1 c degree 500 Res Elelens)

Iles Elem .6 > 10- 2 degrees: w 1. X 10-2 degrees

second

Solving for the required lens area in cm squared:

1000 500 5000x:100 3-Y 3 4

Dt,(cm)- 4 X5000 - 9120 = 21.2 X102

Dl(cm) 4.6 x 101 -1 46 cm I IS inches

To check this result, a 10,000 n. mile altitude target with an apparent Size of
0. 1 meters radius would have a magnitude of (9.75 - 5) or 14.75 magnitude. Thi.-
would require an 80 cm diameter lens to detect the object in 0. 2 seconds, or 5! ,
diameter lens to dete,.t the object in 0. 5 seconds, where 0. 5 seconds is the imvi,'e
time that would give an image movement equal to one resolution element. So the
resultant 46 cm required diameter lens is in the right ball park, for any image time
equal or greater than 0. 5 seconds.
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SECTION IV. SYSTEM SELECTION CRITERIA AND TRADES

(Effects of environment, atmospheric, target factors, equipment tolerances,
and separation techniques on system selection).

In Sections I and II the characteristics of the celestial environment, atmospheric
perturbations, target factors, detection and equipment parameters and separation
techniques have been discussed in detail. In this section criteria for accomplishing
system synthesis and tradeoffs to minimize limiting effects are discussed.

To facilitate the discussion, a sample system of each category is postulated
and analyzed in those areas where special considerations seem in order. No at-
tempt is made here to select the best system for a particular task but rather the
e scussions are organized to illustrate the trades and typical factors involved.
Since System Detection and Atmospheric Effects are common to all systems these
are discussed first.

A. DETECTION AREA LOSqSES

1. INTRODUCTION

There are many factors that influence the probability of detecting a space ve-
hicle with an imaging optical sensor. This discussion, however, will consider only
those factors that are also connected with th? problem of separating space vehicles
from etars. A good separation technique should have a very low false alarm rate
due to imperfect rejection of star images. The system should be designed to ac-
commodate the normal atmospheric and equipment variations that will occur. In
addition, the detection probability of the system should not be adversely affected by
the constraints uf the separation technique. The requirements for high detection
probability and low false alarm rate are usually incompatible so that dome degree
of compromise is usually necessary. Separation techniques will very somewhat in
the amount of detection loss that is necessary to maintaim a sattbfactory false alarm
rate.

MW it star separation techniques are basically the same in that they involve the
tfllowing steps.

a. An exposure of the ,y is compared with another exposure of the same
region taken either 1rom a different location n. at a different time. The
other exposure may be the real-time output of another sensoi, a tempo-
rarily stored aialog or digital image, or it may be an analog or digital
star catalog.

b. All irmages common to both exposures are rejected. This may be accom-
plished by electronic subtraction, by gating, or by mechanical masking.

Two difficulties arise in these systems. First, the characteristics of the sen-
sors produce images that spread beyond their strictly geometric size thus occupying
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more of the field of view. Secondly, atmospheric effects and equtpment variations
cause problems in the alignment of the exposures for complete cancellation making
it necessary to Cancel a slightly larger image area. The result is that a target
image close to a star image may be completely masked ouL or occulted and thus
rendered undetectable. The likelihood of a target being occulted in this manner may
be related to the detection probability through the following equation.

Pd = P(B) P(A/B) (I)
Where: Pd = Probability of detection

P(B) - Probability that the target is not occulted by a
by a star image.

P(A!B) = Probability that the target signal is sufficiently
above the noise level to exceed a preset threshold,
provided the target is not occulted by a star image.

Also,

Q(B) = 1 - P(13) (2)

Where: Q(B) Probability that the target is occulted by a star
image.

The probability of the target signal being above noise is determined primarily by
the detection characteristics of the sensor and is only secondarily influenced by the
separation process.

Because of the image spreading characteristics of most sensors, there will be
a certain detection loss due to target occultation even though sep'iration techniques
are not used. A relation describing this loss is derived first and used as a standard
for comparison. The effect of various atmospheric and equipment variations on the
non-occultation probability is then discussed.

2. PROBABILITY OF NON-OCCULTATION

In addition to the image spreading characteristics of the sensor, the number of
stars in the field of view will also strongly influence the probability of target occul-
tation. The number of stars in the field of view increases with the angular size of
the field of view and with the detector sensitivity. Che particular region of sky ob-
served has a significant effect. The average star density to the 16th magnftude, for
erample, differs by a factor of 13:1 between the galactic pole and the galactic equa-
tor. The spectral sensitivity of the sensor will also affect the number of stars seen.

The geometrical size of the star images Is an important factor in that it sets
the minimum value of occupancy attainable. The minimum geometric image size
may be set by the resolution litit of the optical system; however, in ground based
surveillance systems it would probably be set '-y the seeing condiA.ions of the atrnos.
,)-Lre. The size of the target image is also important in that larger images would
not be so easily occulted. The minimum target image may be set by the size of the
target and 'a range. Small long range targets, however, will have their iinage
sizes limited by seeing conditiona.

The probability of occultation is basically the ratio of the total solid angle oc-
cupied by star images to the solid angle of the field of view. In deriving this pro-
5ability the following assunmption were made.
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a. The total solid angle occupied by stars is equal to the ,ium of the solid
angles of each star image. The validity of this assumption will depend on

the type of sensor used. When the number of stars in the field of view is
large, their spread images tend to overlap. A photographic detector
would probably produce a combined image smaller than the sum of the
individual images. An image orthicon would more iikely produce a com-
bined image equal to the sum of the individual images. In any case, this
assumptio3a should be valid for occultation probabilities as large as 20 per-
cent.

b. The iniage spreading characteristics are assumed to be linear to about
4th magnitude. Experiments with the image orthicon indicate a capability
of linear operation over a 12 magnitude range. Photographic images show
a tendency to depart from linear operation and spread more rapidly at the
higher intensity levels. There are fewer bright stars so this departure
from linearity is not as important as it would be at the lower intensities.

c. It was assumed that the available star densities compiled according to
photographic magnitudes would apply ,.rproximately to the spectral response
of the image orthicon used. This is discussed further in Appendix I.

d. Images were assumed to be circular. If other iriage shapes are used, the
occultation probability must be corrected. If, for example, electronic
blanking gates are used to blank out the star images, the blanked area will
be square. The occultation probability would then be multiplied by 4/1a.

e. Only stars have been considered. Such sources as the sun, moon, planets,
asteroids, etc. have not been included in the analysis. Stars brighter than
4th magnitude, because of their low numbers, have been considered as a
single group of magnitude 3. 75.

f. The targets to be detected were assumed to be near the threshold level.
The probability of a bright target being occulted by star images would be
much lower than calculated here. It is also assumed that the targets
subtend arcs smaller than the limits imposed by seeing conditions.

A relation for the probability of occultation 0 B has been derived in Appendi.
I acc)'- Jng to the preceeding assumptions. If the image diamete is represented by

d a+b (Mt -m) m<Mt (3)

MoermN: = Threshold magnitude of the dateetor or the magnitude
of a just detectable source.

I m Magnitude of the source

1J =Angular size of the image in seconds of arc

a Minimum angular size of the image or the size of a
just detectable image in seconds of arc

b - Rate of image growth in secoaie of are per magnitude

then the probability of occultation J(B} is given by

Q(0) V U + a ÷2& Pers (4)
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Where: H1 = 46002Mt )2

,,n Mt

H2  1001f T ' Nm (Mt - mi)
2(3600)2

m = Mt

H 100.1 N
H3  4(3600)'-

m Mt

NDI Number of stars per square degree with a brightness
within the range i to m + A magnitudes.

Figure IV-1 shows the star distributions used for 00 galactic latitude, 900 galactic
latitude, ard a 00 to 900 average. These distributions were derived from Interna-
tional Critical Tables, Vol. II (McGraw-Hill). Using these Aar distributions,
values of jH, R 2 , and .113 were computed for threshold magnitudes from 9 to 20.
These values are tabulated in Appendix I, Table 3. To aid In the solution of equation
4, the following partial probabilities are defined.

F1 = b2 H1

F2 - ab H2

F3 - a2 H3

These partial probabilities may be obtained from the charts in Appendix I, Figures
3 through 11 when A and b are known

Tb. occultation probability is relat0a to the field of view and the number of
Ila pr scan of an image orthicon by

0 ~6H, + n b.O2 n2 2 3) percent (5)

4'Field of view in de~,rees

1N Number of lines per scan

Sbn Rate of image growth in lines/magnitude

n Minimum image size In lines.

The occultation probability is seen to increase as the square of the field of view.
Because of this, large fields of view may present a serious limitation to the detec-
tion probability. Figure IV-2 shuws the variation in non-occultation probability as
a function of field of view for an image orthicon operating under average conditions
of 1200 lines per scan, 1. 0 line per magnitude growth rate, and 2 line minimum
image size. The 00 to 900 average star distribution Is assumed.

Note that the non-occultation probability for a 3 degree field of vlw• is about
96 peroent for a leth nwguf. threshold. When the field of view is increased to
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10 degrees, the probability drops to about 76 percent. The reason for this drastic
change is related to the minimum image size attainable in the system. Because of
seeing conditions, stars usually appear as extended sources. If the angular size of
the source is greater than the minimum image size of the sensor, an increase of
the field of view will increase the total number of stars in view but will decrease
the image size in the same ratio thus preserving the same occultation probability.
If either the lens system or the detector system limits the minimum image size to
something greater than the angular size of the source, an increase of the field of
view will not change the image size. The increased star density will then decrease
the non-occultation probability. For most field sizes suitable for surveillance sys-
temns the image orthicon line width is a limiting factor. Since most photographic
materials are capable of a smaller minimum image, there is a possibility that the
use of a photographic image cancelling mask ahead of the image orthicon could make
a larger field of view feasible.

Figures IV-3, IV-4, and IV-5 show the calculated probability of non-occultation
for an image orthicon with a 3 degraee field uf view and 1200 lines per scan. Figure
IV-3 shows the relative effect of the difference in star density at the galactic pole
and the galactic equator. This variation is greater than the variation due to the
normal range of image orthicon spreading which is 1. 0 to 1. 5 lines/magnitude.
Figures IV-4 and IV-5 show respectively the effect of variation of the spreading
rate b and the effect of different minimum image sizes a..

In order to evaluate the relative importance of the spreading rate with respect
to the minimum image size the curves in Figures IV-6 and IV-7 were made. Fig-
ure IV-6 shows the combinations of spreading rate and image size required to pro-
duce a 99 percent non-occultation probability for a given threshold magnitude. Fig-
ure IV-7 provides the same information except for a probability of D0 percent. It
will be seen that for a probability of 99 percent the spreading rate will have about
the same effect on threshold magnitude as the image size when a 1. 5b. For a
probability of 90 percent the same relation holds when a - 2b. When either the
growth rate or the minimum image size is much greater than the other, then the
largest will have the most effect. The value of the growth rate is usually less than
the value of the minimum image size for most sensors and often does not exceed
half the maximum image size. An image size of 2 lines is about the minimum for
good detection in an image orthicon. The usual growth rate is between 1. 0 and 1. 5
lines per magnitude for continuous operation; but would be lower for pulsed opera-
tion. When allowances are made for errors in cancellation, the minimum image
size will usually be the more important factor.

If the target motion is great enough to produce a trailed image during a single
Lxposure, the target will be less likely to be hidden by star images. Generally,
star images smaller than the length of the trailed image will not affect the non-
occultation prol ability. Assuming this to be true the results of the previous analyuh
may be applied to trailed image detectimS. (01w a detctlon system with

Threshold magnitude = Mt

Minimum Image size = a

tmage gnw1 NO -b
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The values of MK and a would then be used in place of Mb and.&a to find the non-
occultation probability.

If an image orthicon detector is used with an image cancelling photographic
mask, the non-occultation probability may be set by the mask rather than by the
detector. Some of thvo conditions required to achieve this are discussed in Appen-
dix I. Generally, the density-log exposure slope or Gamma of the mask should be
greater than unity over the range of operation. The gross fog level should be as
low as pousible. The mask should also be capable of producing a maximum density
of at least two-fifths of the range of magnitudes to be observed. Thus for cancel-
lation over a 15 magnitude rango a maximum density of 6 would be required.
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B. EFFECTS OF ATMOSPHERIC AND EQUIPMENT VARIATION ON CANCEL-

LATION PERFORMANCE

1. INTRODUCTION

The principal effect of atmospheric and equipment variations on cancellation
performance is to cause the images to be misaligned so that they will not cancel
completely. In order to insure a low false alarm rate it will usually be necessary
to make some provision to accommodate the normal fluctuations and misregistra-
tions that will occur. Some types of errors such as certain systematic errors,
bias errors, and long term drift may be corrected by manual or automatic adjust-
ment. Other errors such as random fluctuations, small systematic errors, and
short term bounded d-ift errors are either impractical or impossible to correct.
They would probably have to be accommodated by canc~elling over an area large
enough to include all uncorrected errors. This process has the disadvantage of
reducing the useful observation area in the field of view and increasing the proba-
bility of target occultation. Cancellation systems may possibly be graded on the
basis of the size of the cancelling area required to accommodate the errors inherent
in the particular systems. The following analysis is intended to identify some of
the major sources of error and to estimate their magnitude.

2. REFRACTION ERRORS

One of the major sources of misregistration error is atmospheric refraction.
Although this contributes a systematic error that can largely be corrected, there
will remain a smaller differential error over the field of view that will depend on
the size of the field of view as well as the elevation angle of observation.

To estimate the magnitude of the error contributed by refraction, it is assumed
that the atmosphere is horizontally stratified anti that the error occurs in elevation
only. It is also assumed that the minimum elevation angle of interest is 20 deges.
Within these limits the total error may be represented by:

e - A Cot 0 0". 200 ((i)

Where: e Total refraction error measured angle less
the true argle

A Refraction error at .15 degrees

(0 Elevation angle

A common value for & 58.2 .ee`ý`on-N at 500F and 30" prýýure. fising this
value, the error at 20 degree- elevation .vould be about 159 sconsN. Systems using
fixed catalogs of charts for comparison would have to include a means for correct-
ing this error, A method using equation 6 for compensation to the center of the
field of view would probably be used, This would remove the major part of the er-
ror leaving the differential error uetween the center of the field and the edges.

An estimate o1 the differential error between the top or bottom of the field of
view and the center of the field of view may be obtained by taking half ol the difler-
ence between the total error at the top and the total error at the bottom.
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Using equation 6,

ebottorn - et 0 p, tr_- -o q 76 2 PA CotQ )o4+ ) (7

Where: 6 = Average error between the center of the field of

view and the upper and lower edges

4= Field of view

Equation 7 may be rectuced by trigonometric identity to:

S~Tan A

Sn0 1 -Tan-s _L Cot 2  (8)
2J

This relation, usingA = 58.2 seconds, is plotted in Figure lV-8 as a function of
elevation angle and field of view. It has been assumed that the comparison chart
has been corrected for the gross refraction error by shifting th, whole chart by the
amount given by equation 6 for the elevation angL of the center of the field of view.
There would then be no registration error at the ce,,'er, and the maximum error
would be at the maximum and minimum elevation p;,%sitions. Figure IV-8 gives this
maximum error which is the displacement between the observed image and the cor-
responding image on the comparison 'chart. Actually t'Vere is a small difference
between the maximum error at the top of the field and the maximum error at the'
bottom when the error at the center is zero. This is a result of the nonlinear nature
of t~trefraction error but it is insignificant for fields of view less than 15 or 20
degrees and for elevation angles greater than 20 degrees.

The refraction error occurs largely in elevation, buL caution must be observed
in applying corrections to surveillance systems using an equatorial coordinate sys-
tem. The orientation of the axes of the field of view will be constantly changing
with cespect to azimuth-elevation coordinates. The direction or sense of the re-.
fraction error with respect to the axes of the field of view will then depend on the
declination of the. region being observed, the time of observation, and the latitude
of the site. The angle between the direction of the refraction error and the meridian
of the field of view may change by as much as 180 d6gree). In general, the error
given in Figure IV-8 represents a radius of the additional cancelling area required.

A mask system or a system using a permanently stored exposure of the sky for
comparison may require either more or less cancelling area than the system using
a star chart. The principal difference is that the exposure includes the refraction
correction for the elevation angle at which it was made. If i is necessary to in-
crease the cancellation area, the increased area would be centered on the image of
the exposure whereas in a star chart system the increased area would be contered
on the true position. If the orientation does not change appreciably, the amount of
accommodation required would likely be less than would be required with a star
chart. The magnitude of the error could be approximated from Figure IV-8 by tak-
ing the difference between the errors indicated for the extremes of elevation angles
encountered. It is possible, however, for the orientation to change by as much as
180 ddegree. When this happens it is possible for the radius of the required cancel-
lation area to be as great or greater than that required for a star chart. Figure
IV-8 can be used along with the orientation angle to estimate the amount of error to
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Figure IV-8. Refraction Error Between Center of Field of View and Edge

be cancellc~d. A polar plot of orientation angle vs. differential rd£raction error
should be prepared centered on the true image position. This can then be used to
determine the cancellation area required.

A temporary storage comparison system would e.xhibit the least refraotion
error because new exposures are frequently made, each including the total correc-
tion for its particular elevation angle. In this way the orientation angle variabl;,
is kept to a minimum as well as'~the change in elevation angle. An estimate of the
atmogtt of the error can be made by assuming a maximum elevation rate of 0. 25

d&(gre(?s per minute and reading the error difference from Figure IV-8 for the
change of elevation angle between exposures.
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A dual station comparison system can also have low cancellation errors due to
refraction. The difference in elevation angles of the two stations observing the
same region of sky is on the order of:

0•-180 S
0= Sr - (0.01666) S (9)

Where: 0' = Ditference in elevation angle of the center of the
field of view of the two stations

S = Distance between stations in N. Miles

r ý Radius of earth - 3440 nui.

For separationd nces up to 200 nmi. the difference in elevation angles shW be
less than 3. 5 de rees. From Figure IV-8, this would contribute about 3 se-conds
error at 23 drs elevation with a 3 de-gre field of view. The amount c.f orienta-
tion angle difference should be about the same as the elevation angle difference;
however, the two factors will not reach their maximum values at the same time.
Further investigation of the geometric problems involved in the effect of refraction
error on cancellation systems would be desirable,

3. DANCING

Another source of error contributed by atmospheric variations is desribed as
dancing. This is a random fluctuation of the angular position of an image about
some mean value. The fluctuation is correlated over short distances, but probably
not over a distance long enough for the correlation to have any value in a two station
system. Good experimental data is lacking in this area. The few reports available
indicate that fluctuations up to 8 seconds of arc are possible.

4. OPTICS

The major source of cancellation error contributed by the optical system is
likely to be the field curvature. The source of this error is the coupling of the
curved focal surface of the lens sl stem to the flat photocathode of the image orthi-
con. The effect of the field curvature is to produce a nonlinear correspondence
between angular position and distance along the photocathode. An approximation of
the magnitude of this error may be obtained as follows. Let:

x The ratio of the distance to the image from the center of the photo-

cathode to the distance to the edge of the photocathode,

k - The angular displacement of the source from the optical bores.te.

Then the angle measured by linearly scaling the distance of the image from the cen-
ter of the photocathode is given by:

om X (10)

Whereas the actual angle is:

a- Tan- Ix Tan -12] (11)
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Where: lym - Measured angle

Actual angle

4 Field of view

The angular error may then be defined as:

e' ý0 - m - Tan-1 xTan - x (12)

After making the following approximations,

'ran 4 -= 1 ( 4b
2 2 + -3 2

Tan-Z Z Z3

and neglecting higher powers of 4- than the third for fields ot view less than 10
ie-grees, the error is:

943
e' = x(. -x2) 24 (13)

The maximum error is:

emy' at x 0 , 577 (14.),436•
manx 3613 a ~ 7

The maximum error of equation 14 is plotted in Figure IV-9. Also piotted is the
relative error across the photocathode. This error is relatively unimportant for
small fields of view but increases rapidly. It would not be a factor in systems that
use exposures for comparison that have been taken through the same lens. This
would include the mask systems as well as the temporary storage systems. It would
not be a factor in two station systems if the optical designs were the !,ame. This
error would have to be compensated in a star chart system if the field of view were
more than 6 or 8 degrees. This error will add directly to the refraction error at
the corresponding elevation angles.

5. SYNCHRONIZING AND TIMING ERROR

In a star cancellation system that requires the comparison of scanned fields
such as a permanent storage technique using a flying spot scanner, or a temporary
storage technique using a storag, tube, or a two station system, a potential source
of misregistration Is the jitter in the synchronizing of the line sweeps of the two
fields. A difference in sweep start times can cause a differentia). shift of the two
images in the direction of the scanning lines. An estimate of the error introduced
for a given time error is given by:

0. 0036 N t seconds of arc (15)
N201

n k--T- t lines (ii)
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SWhere: es Angular error in s•ý of arc

n ý Angular error in lines

N = Number of active lines per, scan

T -- Time of field scan In seconds

k -- Ratio of active horizontal sweep time to total
horizontal sweep time

41, --Field of view in degrees

t Time error in microseconds
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For a field of view of 3 de-gr-e-es, 1200 lines per scan, 1/30 second scan time, and

a horizontal sweep ratio of 0. 85,

e 457 t (17)

A timing stability better than 22 nanoseconds would be required to hold the tngular
error within 10 seconds. Synchronizing systems have, however, been built with
jitter held to less than 1/2 nanosecond which would correspond to an error less than
0. 23 se~cs. Synchronization within a single station should not be a problem.
Adjustable delays would have to be provided to compensate for the various fixed
time delays that would be present.

Synchronization between stations may present more of a problem because of the
data transmission circuit characteristics. All transmission systems have a certain
amount of delay, but those systems having a 'ariable delay such as HIF links should
be avcided unless they have been thoroughly toŽsted for this application. Microwave
links would probably be the best. Even though synchronization of sweep starts may
he held within tolerable limits by me-ns of circuit techniques, a variable trans-
mission delay between synchronizatdin pulses can cause displacement of the image.
This is most serious, of course, for threshold images. Again, good data on pro-
pagation delay is lacking, however, it would seem that the delay fluctuation of a
microwave link would be at least as small as the synchronization jitter and probably
smaller.

ii, LINEARITY

In scanningr circuits using linear sweeps, a departure of the sweep wa.veformi
Irom linear will cause a displacement of the image. The degree of nonlinearity is
usually specified by the displacement of the image as a percentage of the total sweep
length. The equivalent angular error will be a function of the field of view as indi-
cated by the following equation.

e 36004u seconds o arc (18)

Where: eI Angular error in seods of arc

- Field of view in degrees

u = Linearity of swep expressed as ratio of image
displacement to sweep length

For a thre:ý, ree field of view, a linearity of 1 percent would produce an
error of 108 ;( condT. A sweep linearity of 0. 1 nercent should be possible, reduc-
ing the error to 11 s'econci. Fortunately, this source of error is not so Important
in systems where t-. same sweep is used for both fields being comparcd. In this
case the important factor is stability, which should be at least 10 times better than
the linearity itself, Sweep linearity could well be the major source of error in a
two station system.

7. IMAGE ORTHICON RESPONSE UNIFORMITY

The intensity response of the image orthicon as a function of the position of the
image on the photocathode "ill not directly affect the cancellation registration es-
pecially in systems using the same tube to produce both fields being compared.
When different tubes are used such as in a two station system, the variation in
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response can upset the cancellation process by making some stars undetectable at
one sensor but detectable at the other. A loss in detection probability would result
from the necessity to reduce the sensitivity of the system to the level of the least
sensitive area of the image orthicon.

C. THE BASELINE (STEREO) SEPARATION SPACE SURVEILLANCE SYSTEM

The baseline separation technique is based or ,:ie registration or the celestial
background at infinity vs. an object not at infinity.

The ability to detect or separate is determined by the geometry of the network:
The baseline separation and the precisio i measuring threshold limit. This threshold
is set by the stability of the atmosphere, rncClL ding refraction), the spot (image)
size, the registration ability of two separate but time synchronized sensors and
associated electronic stability, and the exchange or transfer of information to a
common point for processing.

1, GEOMETRY

Two sensors separated on the earth's surface by a distance d, viewing an
object in space at a finite altitude will observe it at slightly different positions rela-
tive to the star background. In the baseline separated bi-static system this apparent
angular displacement (parallax) is used as a basis for separating the object and the
star background. The geometrical constraints which limit the performance of this
system are discussed below.

It is assumed that sensors at both sites view the exact same star background
simultaneously. The view of the sky taken at one site is relayed to the other site
where it is compared on a resolution element by resolution element basis with the
view taken at that site. The comparison is accomplished in such a way that if the
same source of light occurs in both views in nearly the same position it is considered
to be a star and is ignored. If, however, a source does not occur near the same
position in both views it is considered to be a target and accepted for further pro-
cessing. The amount of displacement necessary before a source is considered to
be a target is referred to as the threshold parallax and is determined by the accu-
racy with which the two views may be registered in the comparison. This accuracy
in turn is determined by the errors accumulated throughout the svstem including
refraction, differences between the two sensors and optics, di.,ortions introduced
by the communications, and the degree to which the two sites can be synchronized.
This threshold parallax is determined by a separate study which considers these
factors and any others which contribute to the registration problem.

An object seen by one site but not the other is immediately accepted for pro-
cessing as it represents positive separation. See Figure IV-10 case 2.

The amount of parallax displacement between the apparent positions of a body
as seen by two separate sites is a Junction of the altitude of the body, the separation
between the sites, and the angular position of the body relative to the two sites. The
equations defining the parallax in terms of these quantities are derived in Appendix
II, where it is demonstrated that for a given height and site separation the parallax
is minimum at the lowest elevation angle in respect to the vertical plane containing
the sites. (See Figure IV-10). In order to determine whefher all of the space ve-
hicles at a given altitude within a coverage volume will b. detected it is necessary
to determine whether or not this minimum parallax exceeds the threshold value.
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ALARM
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Figure IV-10.

In Figures IV-11, 12, 13, and 14 tile minim1um parallax is plotted n.1 a htlnetion
of the site separation for various altitudes, for elevation angles ot 1O0, 200, IIo)°,

and 600 respectively, The elevation angle is relative to either one -of the tw o sites,
These curves are obtained from the equations derived In Appendix II.

As indicated by Figures IV-11, 12, 13 and 14, the minimum parallax increases
with decreasing target altitude and with increasing site separation. Theretore,. the
site separation necessaiy to Insure that the parallax of ill bodies exceeds tht, thresh-
old value will be determined by the parallax at the maximum altitude to Le co cred.
Therefore, if the coverage volume is bounded by a maximum altitude of 100, 00) n.
miLesand a lower elevation of 200, and if the threshold parallax is 20 9e7, (. 005.
degrees), Figure IV- indicates that a site separation of 29 n. miles is required to
insure coverage.

Figures IV-11, 12, 13 and 14 are adequate to determine the minimum siteC sepa-
ration necssary to Insure that the threshold parallax is exceede(d throughout a
coverage volume.
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There are several considerations which make it desirable to keep the site sepa-
ration as near as possible to the minimum value described above. The problem of
communications between the sites is increased as site separation increases. Also,
the problem of time synchronization of the two sites becomes more difficult the
greater the site separation because the propagation time lapse between sites and its
short term variation increase with increasing path length. The problem of regis-
tration between the two views of the same star fields is also made more difficult
because of the greater change in atmospheric conditions and elevation angle of the
star field made possible by increased site separation.

In addition, a more definite limit on the maximum site separation may exist,
depending on the nature of the data required from the system and the use to which
it is put. These considerations are discussed below.

The objective of a space surveillance system is to detect the presence of satel-
lites or other space vehicles and to determine their trajectories. Detection by the
bistatic (absence of cancellation) system requires that the parallax displacement
exceed the threshold as described above. The trajectory determination may be ac-
complished in two ways, each of which represents a possible mode of operation for
the bi-static system. One approach would utilihe the angular coordinates of the
space vehicle as measured at one of the sites in an "angle-only" procedure which
is described elsewhere in this report. In this procedure three angular position
measurements spaced in time are used to predict the trajectory of a body in space.
If angular information is available from both sites simultaneously, it may be con-
sidered as redundant data and the prediction accuracy thereby improved. This sys-
tem, however, only requires that one of the sites be able to see the space vehicle
at a given time.

The other approach to trajectory determination would utilize, not only the
angular position measurement, but also the angular displacement between the posi-
tions. The magnitude of this displacement may be directly related to the range
between the site-complex and the space vehicle and, therefore, with the bi-static
system it is possible to obtain instantaneous angle and range information about a
space vehicle. Using this approach only two readings separated in time are re-
quired to determine a trajectory. In order to measure the parallax displacement
or range it is necessary that the space vehicle appear within the field of view of the
two sites simultaneously, which introduces an additional constraint on the system.

The requirement that the target appear in the fields of view of both sites simul-
Ninteously limits the maximum value of the parallax which can be accepted. If the
parallax becomes too large the target will be displaced completely out of the field
of view of one site when it appears in that of the other. If the parallax displacement
la greater than the angular diameter of the field of view, any target appearing in
the field of view of one site will not appear in the field of view of the other site.
Therefore, the effective field of view of the pair of sites will be zero. If the paral-
lax is less than the diameter of the field of view the effective field of view of the
pair of sites will not be zero but will be equa! to that portion of the single site field
of view which 's common to both sites. lut Fkgure IV-15 the ratio of the solid angle
contained in the effective field of view of the pair of sites to that contained in the
single site field of view is plotted as a function of the parallax, expressed as a
fraction of the single site beamwdth. This plot is based on equations derived in
Appendix I.
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Since the parallax is a function of the altitude of the target, the reduction in the
field of view will also be a function o, the attitude. For a given altitude the reduction
in the effective field of view increases with the parallax, and therefore, in order to
determine the minimum effective field of view for a given altitude it is necessary to
know the maximum parallax which a target at that altitude can have.

In Appendix II it is demonstrated that the parallax of a body at an altitude, h, is
maximum when it is at the maximum elevation and when its azimuth relative to the
great circle connecting the sites is either i./2 or 37r/2. In Figures IV-16, 17, 18,
and 19, the maximum parallax is plotted as a function of the site separation for ele-
vations of 100, 300, 600, and 900, and for altitudes betveen 1000 n. miles and
200,000 n. miles. These curves were obtained from equations derived in Appendix II.

Figures IV-15 to 19 make it possible to estimate for a given altitude the reduc-
tion in the effective field of view of the pair of sites imposed by the requirement that
the target appear simultaneously in the fields of view of both sites.

As an illustration of the application of these results, a typical system require-
ment will be considered. Assume it is desired to detect satellites at altitudes be-
tween 1000 n. miles and 100,000 n. miles at all elevations greater than 20c, and that
the threshold parallax is 20 se and the single site field of view is 30 in diameter.
The minimum site separation necessary to detect targets at 100,000 n. miles altitude
with a threshold parallax of 20 s-Ts was shown earlier to be 29 n. miles. The
maximum elevation to be covered by the system is 900 and therefore Figure IV-19
must be used to estimate the maximum parallax. This figure indicates that for a
site separation of 29 n. miles and an altitude of 1000 n. miles a maximum parallax
of approximately 1. 7 &egrees would exist, which is 0. 565 times the single site beam-
width. From Figure IV-15, this parallax results in a reduction in the effective
coverage of 0.35.

Therefore, for the system considered, the requirement that both range and
angle data be obtained by the surveillance system results in a reduction by a factor
of about three in the coverage obtained with a pair of sensors. This reduction refers
specifically to the lower altitude targets. As the altAtude increases the coverage
approaches the single site coverage.

The above discussion assumes that in order to be able to measure the target
displacement, and therefore the range to the target, it is only necessary that the
target appear simultaneously in both fields of view. This may be considered as only
an ultimate limit since, for many cases, more stringent conditions must be required.
Besides appearing in both fields of view simultaneously it must be possible to asso-
ciate the image of the target in one view with that in the other. If there is only one
image In each field of view this correlation requirement is trivial and reduces to
the case considered above. If, however, there are more than one image appearing
in one or both of the fields of view it is possible that an image of one target in one
field of view may be as.sociated with the image of another target or a false alarm in
the other field of view. In this case, an erroneous range measurement would result.
The probability of this mis-correlation occurring will be afunction of the size of
the field of view, the target population density, the false alarm rate, etc. Depending
on the magnitude of these factors, it may be necessary to limit the maximum paral-
lax to a value less than that indicated by the requirement that the target appears in
both fields of view simultaneously. The maximum parallax applicable In a given
case mub, be determined for a specific system taking into consideration the system
paramcters, and the required oystem performance. Assuming that this maximum
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parallax is known for a particular system, the resulting constraint imposed on the

altitude coverage may be determined from Figures IV-16 to 19.

For example, for the system considered above, if the maximum parallax is
assumied to be 1000 e of arc (0. 288 degrees), Figure IV-19 indicates that the mini-
mum altitude for which all targets would fulfill this requirement is approximately
6000 n. miles. In order to cover the 1000-6000 n. mile altitude interval the site
separation must be reduced below 29 n. miles, however, this would result in a loss
of coverage at the high altitudes. In order to cover the whole altitude interval a
third site would be necessary which would be separated from one of the other two
sites by a distance somewhat less than 29 n. miles. In this way one pair of sites
would cover the high altitude targets while the other pair would cover the low alti-
tude targets.

The above discussion indicates that the range-angle mode of operation for the
bi-static system imposes additional requirements or the system configuration which,
in certain cases may make this mode of operation in.desirable. in general, the
coverage obtained in the range-angle mode is less than tluat of a comparable system
operating in the angle only mode. This is particularly t'ue when coverage over
large altitude intervals is required. The curves presented above may be used to
estimate the coverage loss as a function of the system configuration and performance
requirements. In order to determine the desirability of operating a particular sys-
tern in one mode or the other, this coverage loss should b- balanced against what-
ever advantages the range-angle mode might have from the standpoint of trajectory
estimation.

2. THRESHOLD MOVEMENT FOR STEREO SYSTEM

Stereo detection (lack of cancellation which can be considered a target) requires
a relative position displacement, between the two site images, which is significantly
larger than the average misregistration of star positions. If the misregistration is
random, and its sigma can be determined, a detection misregistration limit of 3
sigma would give a false alarm rate of approximately 10-3. So 1 out of avery 1000
stars detected would be called a target, which would result in too many false alarms.

Therefore, it is assLumed that the minimum "detection" misregistration should
be at least 4 times the average misregistration sigma. Unfortunately, most of the
misregistration errors which have been tabulated are "maximum" errors, and these
"maxima" all occur at the edges of the image area. Assuming the worst case near
the edges, and also assuming that these edge errors are approximately 3 sigma, the
overall 3 sigma stereo registration error is:

Image Dancing: 6 see

Sweep RePistration: 20 ieZsec
"0, 2', x 1000 lines X 10

Refraction Differential Error: 6 9"0

Due to different pointing angles 40 due to non-flat earth.

AP 3600 X50nym = .830
21700 nm

Synchronization Jitter (60 x 10-9 see): 10 M
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Two Mount Pointing Registration Error: 30 se"c

A programmed AO bias is assumed.

Total 3a of Misregistration WE a2): 38.4 sed
Position Displacement for Detection Threshold (4o): 51 sec

'iTis "detection" threshold does not consider image size spread. If a suitable
method of measuring image centers is employed, image spread due to intensity above
detection threshold can be neglected. The problem of measuring the image center
due to relative image motion during expc sure is different, because the image spread
is not symmetrical in both dimensions. The "detection" threshold is approximately
5 scan lines of movement, and most detected images are 2 or more scan lines in
diameter. A system which requires a detection displacement large enough so there
is no common area between the two target images, would require about 1. 5 times
the displacement as a system which measured the position of image centers.

3. STEREO ADVANTAGES AND DISADVANTAGES

This list is brief and is not inclusive.

Advantages:

1) Immediate recognition (detection) of targets.

2) Additional information from the displacement angle of a target image,
at the two or more sites. This information (if available) can be used
to calculate approximate target range.

3) No image storage requirement.

Disadvantages:

1) Operation time is weather limited. Both sites require clear weather,
with any moving or stationary clouds causing false alarms.

2) Requires duplicate systems with at least 2 mounts, 2 telescopes, and
2 cameras.

3) The mounts have to be ultra-precise and programmed for the non-flat
earth bias pointing error. The alternative is a mount pointing servo
to minimize non-cancelled video, with a loss of viewing time required
to servo the mount before an image can be taken.

4) The requirament of a communication link with enough bandwidth to
transmit the complete, seased image, in real time.

4. SYSTEM ARRANGEMENTS

MXltiple site stereo system•s can be considered in hybrid configurations:

1) Stereo used only for long range (small relative velocity) separation, in
conjunction with a storage tube MTI using only one short range (small
time) image storage at the main site.

2) Stereo used to collect additional displacement angle information only,
with the stereo site remotely operated from the main site.

3) Other hybrid systems.
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The choice of a complete system should consider hybrid configurations. In
general the problem of separation lends itself to hybrid systems. Another problem

that might be best solved by a "multiple" system is the determination of target orbits,
or the measurement of separated (detected) target angle versus time data points. A
system designed for target-star separation might operate more efficiently, if any
"detected" target could be handed over to an auxiliary tracker optic system. This
tracker could give accurate angle versus time information, for longer measurement
times and better orbit predictions.

D. THE M. T. 1. DELAY INTERVAL-TEMPORARY CATALOG SPACE SURVEIL-
LANCE SYSTEM

In the M. T. I. system two time separated images are compared on an element
by element basis. If an image occurs in nearly the same position in both views it
is considered to be a star and is cancelled. If, however, a source does not ocCur
in nearly the same position in both images, it is considered to be a target and ac-
cepted for further processing.

This comparison procedure may be the same as that employed in. the baseline
system, and, as in the baseline system, a threshold displacement will exist which
a source must have to be considered a target. This threshold displacement must be
greater than the maximum displacement which a star image will encounter due to
mis-registration. The maximum star displacement will be determined by all the
errors throughout the system which contribute to mis-registration of the two views.

The apparent motion of a satellite relative to the star background as seen by an
observer on earth is due to two effects: first, the orbital motion of the satellite
will in general contribute to the apparent motion and second, the rotation of the earth
with the resulting displacement of the observer causes an apparent shift of the satel-
lite due to parallax.

1. DISPLACEMENT DUE TO EARTH RUTATION

In considering the effect of the earth's rotation on the apparent position of a
body in space, the body is considered to be stationary in space and all the apparent
motion is considered to be due to the motion of the observer. Since the observer
is on the rotating earth, if he looks at the body at two different times he will be
looking at it from two different positions in space and the body will appear to shift
relative to the star background. See Figure IV-20A. This is essentially a parallax
effect and the amount of apparent displacement will be a function of the altitude of
the body and the distance the observer has moved between looks. Therefore, if the
site displacement is known, Figures IV-11 to 14 and 16 to 19 may be used to deter-
mine the minimum and maximum displacement of a stationary body as seen from a
rotating earth.

The site displacement due to earth rotation for a given time lapse will vary with
the latitude of the observation site. The site displacement is plotted in Figure IV-
20B from equations derived In Appendix III.

Using the site displacements obtained from Figure IV-20B in conjunction with
Figures IV-16 to 19 the maximum angular displacement of the body due to earth
rotation may be determined as a function of time, for a given altitude, Alevation
and site latitude. A more useful quantity which can be determined from the same
curves Is the apparent maAimum angular velocity of the body due to earth rotation.
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Figure IV-20A.

When this is done it is found that the apparent angular velocity is nearly constant
over a wide range of time lapses. This angular velocity is plotted in Figure IV-21
as a function of the altitude of the body and the latitude of the observer, assuming
that the body is directly above the site (E = 900). Since the largest parallax wiil
occur for E : 900, Figure IV-21 represents the maximum angular velocity due to
earth rotation alone which can be observed at any elevation.

2. DISPLACEMENT DUE TO ORBITAL MOTION

The effect of the orbital motion of a body in space on the apparent displacemeat
of the body as seen by an observer on earth may be evaluated by considering the
earth as non-rotating with the body in orbit about iý.

The maximum and minimum angular velocities of a body relative to an observer
on a stationary earth are pltted in Figure IV-22 as a function of the altitude and the
elevatioii of the body as seen by the observer. The calculations resulting in these
curves are presented in Appendix II. In thtse talculations it is assumed that the
maximum angular velocity at a given altitude would correspond to that of a body in
an orbit with an eccentricity of 1. 0 and with a perigee at that height. The minimum
angular velocity was assumed to correspond to the apogee angular velocity of a body
is an orbit with an eccentricity of 0. 8.

Comparing Figures IV-21 and 22 it is evident that the maximum angular velocity
due to orbital motion is much larger than that due to earth rotation so that when
considering the maximum angular velociy which will be observed the effect due to
earth rotation may be neglected.

The minimum angular velocity which will be observed will occur when the angu-
lar velocity due to orbital motion and that due to earth rotation are in opposite direc-
tions and as nearly equal as possible. The minimum total angular velocity will be
approximately equal to the difference betwen the angular velocity due to orbital
motion and that due to earth rotation.
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thereforoe, defines the range of angular velocities which a body int space orbitlag the
earth may be assumed to have relative to an observer on earth.
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The time lapse between looks neces.,.tvv• to insure that the apparent displacement
of the body between looks exceeds the thresholdi di ;placement may be determined by
dividing the threshold angular displacement by the minimum angular velocity given
in Figure IV-23. The threshold ý.Ame lapse it; plotted in Figure IV-24 as a function
of the altitude of the body and the threshold dtsplac(,;-ent, 6T, assuming a bite lati-
tude of 450.

In general, a m'aximum desirable diSplhtL- -,ont betw.een views will exist, which
may be determined by the necessity of correlating the socsiepositions at the
body with each other to establish the body's motion or to track the body, If the timelapse is too large, the bodies with the larger angular velocities may bt• divplaced so
far from look to look that it may be mnpossible to determine whether apr not d is the
same body. The maximum acxeptable displacement will be determined by the track-
ing requirements of the system, and by the target population denasity which the sys-
tem is likely to encounter. kssuminab thr maximum displacement is; known, the
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maximum time lapse between views may be determined for a body at given altitude
by dividing that displacement by the maximum angular l.-,. "ity obtained from Fig-
ure IV-23. The maximum allowable time lapse is plott.Ad i.•. Figure IV-25 as a func-
tion of the altitude of the body and the maximum displacement, OlM.
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Since both a minimum time lapse and a maximum time lapse are defined for

each altitude it follows that a given time lapse will not necessarily suffice for all
altitudes. In general, the height interval over which a given time lapse between
locks will be adequate will be limited and, therefore, if a large height interval is to
be surveyed it may be necessary to employ a number of different time lapses.

Figures IV-24 and 25 define the time lapse requirements which a single site
M, T. I. space surveillance system must fulfill if a desired coverage is to be assured.
As an example of their application consider the following typical system requirement:

The system must be able to detect all bodies Lb-tween 1000 n. mi and 100,000
n. mi altitude. The threshold displacement is 6T= 20 sece and the maximum
displacement is 6m-- 1000 sec.

In order to detect targets at 100,000 n. miles a time lapse of at least 55 seconds
between looks is required, as indicated by Figure IV-24. Figure IV-25 indicates
that the minimum altitude which may be completely covered with a time lapse of 55
seconds is 23,500 n. miles, since below that altitude this time lapse causes an ex-
cessive angular displacement. Therefore, in order to insure coverage below 23,500
nautical miles a shorter time lapse between looks is necessary.

From Figure IV-24, the minimum time lapse required to detect all the targets
at 23,500 n. miles altitude is 4. 2 seconds. Figure IV-25 indicates that a time lapse
of 4.2 seconds will provide coverage down to 2600 n. miles. Therefore, even with
a time lapse of 55 seconds and another of 4.2 jeconds the desired coverage is not
obtained and a third time lapse is required.

The minimum time lapse which provides full coverage at 3600 n. miles is ap-
proximately 0. 3 seccnds, as seen from Figure IV-24. This time lapse will provide
full coverage well below 1000 n. miles, as inuicated by Figure IV-25.

Therefore, in order to obtain full coverage over the 1000 - 100,00G n. mile
altitude interval with the assumed system it will be necessary to look at a particular
field of view at one time, look again a few tenths of a second later, look again a few
seconds later, and finally look at the same field of view about a minute later. Com-
paring the first look with the vecond look would permit detection of the low altitude
targets; comparing the first look with the third look would permit detection of the
intermediate altitude targets; and the comparison of the first and fourth looks would
permit detection of the high altitude targets.

The above example illustrates the manner in which the curves presented above
may be utilized in determining the timing requirements of the A. T. 1. system if t&i
threshold displacement and maximum displacement are known. These ibmiting din-
placements will be a function of the M. T.I. capabilities, the threat model, and the
system requirements and must be specified on an individual system basis.

3. EQUIPMENT ASPECTS OF THE M. T. I. TECHNIQUE SPACE SURVEILLANCE
SYSTEM

The basic scheme used to detect the apparent motion is to store a frame of the
video signal output from the I. 0. Sensor Electronics (camera) and then, while keep-
ing the "looking" position fixed on the same celestial field, electronically compare
success-ve video frames with the one stored and record the difference. As long as
all objects are stationary in the field of view, the video signals from the camera



i wvill be coincident wit~h those from the recorder, The video comparator circuits are
arranged so that no output is produced by coincident inputs and no signals are fed to

monitor or output when an object, whose position has shifted between the time of
recording and comparison, will generate signal which will appear on the monitor
and at the output. Thus, the monitor screen will remain completely dark except
when a moving target is present. Such a visual display can be incorporated into a
manual acquisition system requiring a human operator, or the comparator output
signal after suitable processing may be used to actuate an automatic target alarm
or system as required by the application.

One of the main problems involved in such an M. T. I. concept is that of rapidly
recording video information with adequate resolution, immediate availability of
electrical readout and finally complete and rapid erasure at end of the cycle. To
accomplish this, an electrosthtic image storage tube having direct electrical read-
out was chosen. A storage tube, which has a single electron gun (used for both
writing and reading) magnetic focus and magnetic deflection, is suited to this appli-
cation if (1) it has similar resolution capability to that of the image orthicon used in
the cameras, (2) readout is non-destructive thus allowing for extended comparison
periods, and since (3) its single electron gun and deflection yoke mean that mis-
registration between writing and reading scan patterns is minimized. This last
iteir of registration is extremely important in a system which depends upon accurate
time co-incidence comparison.

Figure IV-26 shows an overall block diagram of a typical MTI delay interval
system. Basically the system conoists of the storage tube with its associated focus
and deflection coils (omitted from the figure to save space) a mode switching unit
for controlling the storage tube gun bias and storage screen bias, an image-orthicon
sensor camera chain which feeds video signals and blanking to the storage tube, an
output video amplifier, and a comparator unit which receives the video output from
the storage tube and compares it with the camera chain output. The video output
from the camera chain is delayed slightly to compensate for the delay in the storage
tube output anmplifier. The output of the comparator is displayed on a standard
monitor screen. In order to provide for 1.0. integration over several frame periodd
when looking for faint targets, a gating unit is included which can hold the I. 0. beam
off while keeping the photocathode turned on for a preselected number of frames.
The I. 0. beam is then turned on for one scan to produce a single frame of video
output and the cycle is repeated. This gating unit is controlled by a program unit
driven by the chain vertical sync. In the system bread board on a G. E. fund pro-
gram for feasibility tests, the program unit also controls the storage tube mode
switching unit and provides gating for the storage tube beam in synchronism with
that supplied to the L.0. beam by the 1.0. gating unit. The program can be set to
provide for storage tube integration during the write-in mode by allowIng several
successive video frames to be written. Finally, the program unit also controls the
duration of the readout and comparison period, that is, the number of successive
video frames with the camera that are compared with the stored Image on the
storage tube.

Figure IV-27 is a photograph of the G. E. breadboarded laboratory model. The
camera chain is on the cart at the left of the picture while the MTI equipment proper
is mounted in the rack at the right. The 1.0. camera Is on the middle shelf of the
cart and the monitor Is on top with the video and sync. chassis at the left. The
1.0. gatlng unit is the •bsis Just besids the camera.
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Figure IV-26. Basic MTI System

Most of the MTI rack is occupied by power supplies; the two units near the
middle being the storage tube unit and the program unit. The selector switches
on the front of the program unit are used to set up the desired 1.0. integration
period, storage tube integration period and readout period.

We have discussed the possibility of storing and comparing the output signal
directly ss obtained from the 1.0. camera output. From our experience with the
laboratory model, additional feature musrt be Incorporated in the system in order
to effect a maximum degree of aoise suppreseuton and get full use of the ava liable
dynamic range of the I. 0.

From our observatory tests, it has been found that a dynamic range of from
10 star magnitudes (an intensity range of 104) to 12-1/2 mag (1G5 intensity) will be
obtained from the 1. 0. The absolute limiting magnitude detectable by to 1. 0. is
dependent upon three factors:

1. The integration time allowed on the I. 0. target.

2. The aperture of the optical telescope.

3. The sky background illumirAtion.
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From this limiting magnitude of detection to approximately t,., o magnitude-s be-

low this threshold, when using medium and large f/number optics, the principal
source of noise is that of the I. 0. beam itself. Therefore, even under ideal condi-
tions, noise discrimination in this range is extremely difficult. (When using small
f/number optics the background noise will similarly set a limit generally about the
same amount. See discussion in Section II.) At magnitudes of mno or more below
limiting magnitude, however, suitable processing of the video signal will give suf-
ficient additiona! noise discrimination beyond that obtained by integrating a number
of frames on that 1. 0. and on the storage tube so that accurate signal comparison
can be accomplished. For example the video signal may be fed to a Schmitt trigger,
so designed as to accept only a rise time typical of a star image. This gives addi-
tional discrimination against noise pulses having rise times either slower or faster
than that of the desired star pulse.

In order to operate in the range of two magnitudes below the limiting magnitude,
however, there may be an advantage in using two storage tubes, one recording the
visual field at some time later than the other, and then comparing the two readouts.
This may give a maximum of noise suppression in both comparator input channels
over a single storage in-out-read system.

At the present time, the G. E. breadboard single-tube MTI system does incor-
porate a Schmitt trigger video processing circuit. To show the appearance of the
processed video signals on the monitor screen, and to demonstrate the operation of
the system in the laboratory we are using a star field simulator consisting of a group
of holes punched into a piece of black cardboard and illuminated from behind. Fig-
ure IV-28 A and B shows the processed video signals, which have been recorded and
read out from the storage tube, displayed on the monitor screen. The extra star in
the bowl of the dipper is supposed to represent a target in the field. Actually, the
background of the monitor screen can be made completely dark but we deliberately
brightened it for the photograph in order to outline the monitor screen edges.

4. CONCLUSIONS

The MTI system based upon the electrostatic image storage technique has been
shown to be quite feasible. While the performance tests made to date have not os-
tablished the ultimate limit of the system, it has been demonstrated that complete
target detection and MTI of magnitude 7 and smaller stars can be attained with a
4 inch aperture lens using a 1/30 second exposure time. Under these conditions an
angular displacement between pictures of only 2, 5 n7tes (150 se) regular eove-
ment or 5 scan lines is required for noncancel)ation using the 4-inch f/5 telescope.
This is quite encouraging since the limiting magnitude for the 4-inch aperture at
1/30 second exposure is about magnitude 8. 5. It would appear from this, then, that
dttection very close to limiting magnitude could be achieved if:

1) Noise suppression other than by simple bandwidth limiting (such as pulse
width discrimination or line-to-line correlation) were used.

2) The broad, low..amplitude target signals produced by very bright objects
when operating the L. 0. over a very wide dynamic range were remn . ed,
by appropriate gating, from the video signal befo- feeding to the MTI
system.

Registration should not limit the. ultimate performance al'a storage tube NTi,
with careful scan design.
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Any storage tube MTI system will have to consider the loss of image orthicon
view time, with more than storage tube required for each image ortnicon unless the
orthicon is going to have a long photocathode integration time of 1/2 second or greater.
The storage tube cuqnnot store and read off more than I picture every second plus
twice the scan period.

The storage tube with Schmitt Trigger electronic peak detection and good regis-
tration should be able to cancel all non-moving objects that the Schmitt Trigger can
detect. It will also cancel most low velocity objects that move less than 1/100 of
the field of view between the present and the stored view field. The electronic de-
tection loss, compared to the eye view of the same single ,can of the field, is esti-
mated to be about 2 magnitudes. This is an intensity loss of 6. 3 to 1. This means
if the specific telescope and image orthicon can detect stars visually from 1 to 13
magnitudes in one scan, the storage tube will store and the electronics will cancel
stars from 1 to 1) magnitudes, and the system will detect objects that move 1/100
or more of the view field between stored and compared scans, if they are 1 to 11
magnitude in intensity.

5. EQUIPMENT VARIATIONS FOR THE M. T. I. TECHNIQUE

A variation of this M. T. L method is to use two storage tubes (or devices); one
for the present and one for the delayed frame. Then compare the stored signals or
videos. This method suffers ia registration, because now the mis-registration or
difference in write-in and readout of two storage tubes has to be considered. There
are no linearities involved.

This system offers a possible advantage in some noise cancellation; however,
"the advantage is smali if any.

Another variation is to use two I. 0. Is. one exposed now but not readout until
the end of delay interval when both I. 0. 's are read out simultaneously and compared.
In this case the registration of a pair of tubes is involved but since the sweeps are
driven from a common source this is minimized to the registration of two I. 0. 's
(similar to color TV or 0. 16%).

The advantages of the single site MTI (delay interval temporary catalog) tech-
mpi are:

1) Fspecially suited to medium and fast moving satellites.

2) Relatively the simplest system with minimum alignment requirements.

T1e disadvantages of the single site M. T. I.:

1) Not readily suited to very slow moving (near sidereal rate objects).

2) Required special reCOZd!W and oomparison (several minutes) for slow
rate object.4.

E. FILM CATALOG (IMAGE CANCELLATION) SEPARATION TECHNIQUE

The film catalog image cancellation system places a film image "negative" at
the image plane of the primary optics. The film has been previously exposed to
the same field of view. The film desity is high in image areas of low magnitude,
high intensity stars. Tb. priLhary lens image plane is viewed by the image orthicon
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using a secondary ,relay" lens. If the film density i s, high, with a corresponding
low transmission, the corresponding star image will be attenuated and will not be

detected by the image orthicon.

This image plane ,-ancellation of star images is one method of separation. It
has many problems:

1. Registration of film at image plane.

a) Mechanical accuracy of mount and film holder.

b) Refraction bias pointing error.

c) Differential refraction across the field of view.

2. Fihn requirements.

a) Exposure time to develop the film catalog.

b) High density required for cancellation (may be 5 or 6).

c) Film image size to relieve the registration problem.

d) Small fog level to minimize detection loss of targets.

Some of the problems of a film catalog image cancellation system are analyzed
in Appendix I-b: Application (Probability of Occultation) to Photographic Mask
Separation. This portion of Appendix I considers the required film gamma and
maximum density, to assure no loss of image detection area due to image orthicon
spread. Some of the exposure time requirements are covered in Section IV-F.
The summary of Separation System advantages and disadvantages Section IV-G
includes the Film Catalog Image Cancellation.

F. VIDEO CATALOG CANCELLATION TECHNIQUE USING FILM NEGATIVES

The video catalog cancellation technique uses a film negative previously exposed
by the primary viewing optics. The film catalog is flying spot scanned during opera-
tion, with element by element registration compared to the scanned image orthicon
output, The flying spot catalog scan is converted to a video signal, and in those
areas that have a catalog star video signal, the image orthicon video is cancelled.
This system Is similar to image catalog cancellation, with similar problems:

1) Diffractive errors across the field of view if mask was exposed at different
elevation angle from the operating elevation angle.

2) Image size requirement for cancellation due to misregistration.

3) Mechanical problems of mask storage and registration alignment.

The differences between image cancellation and video cancellation include:

1) Increased image spread (occultation) using video cancellation,

2) Difference between I. 0. image size and catalog Image size using video
cancellation. The change of image size due to intensity change of star
magnitude would be different on the film catalog and image orthicon image.

3) Possibility of electronic registration and change of sweep slope on the fly-
ing spot scanner sweep, to reduce the pcsition and diferential diffraction
errors of video cancellation.
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The following discussion will include the topics:

Fl. Differential Refraction

F2. Obtaining the Catalog

F3. Updating Catalog

F4. Registration

FS. Equipment Arrangement

F6. Image Cancellation Compared with Video Cancellation

1. DIFFERENTIAL REFRACTION

The general problem of differential refraction resembles that of astrometry,
except that we are not dealing with such high precision, instead of a fraction of a
secon.- of arc we require only a few seconds of arc. There are certain inherent
errors, some of which we can do away with immediately. Precession and Nutation
effect the coordinate system, not the relative star positions. Thus they do not enter.
Refraction and Aberration, sir , they affect directions, similarly do not affect us.
Differential effects across a piate do, however, so we must treat them.

Differential refraction is effective only for varying zenith distances, not azimuth.
If Z is the apparent zenith distance, and t the true zenith distance, and 3 is the
coefficient of photographic refraction we have

A Z - tan

it weakly dependent on S and also on the local temperature and pressure, and on the
effective wavelength of the detector. Usually photographic is taken as 1. 0155 times
vi,;wil factor, but in our case, since a S-20 Image Orthicon would be used, as well
as red sensitive plates the two factors would be the same, to a good approximation.
At large senith distances the sensitivity of 0 to t must be included since it will
etaango a s a plate, thus one puts

pp + pitan2t

3ven in the most precise astrometric work higher orders terms in this expression
are negligible.

Aseume a telescope is pointing at t, the tot&i refraction in zenith distance will
AS£, as given above. The differential refraction across a plate will be

4 2 Z4" ) =tan rj1 - tan k2  3 (tai it2 + At- tan_ 2 )

3[tan Aý (I + tan tan t )2

3 ItansiA t tan& t, tan r1 tan ý 21

We note that tanA t; . 1 for 5043?, appreciably Ionger than the required field, and
P is of the order of a mfinure. Thus, the differential refraction across a plate is
roughly

(.1 + I tan ) miute, for a 5--3/40 field.
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It is obvious that this doubles at t 450, and climbs rapidly at larger zenith dis-
tances.

Thus, at zenith distances larger than 450 differential refraction is a real pro-
blem.

This problem is a predictable one however, and thus can be compensated for.
One simple solution is to orient the field so that the horizontal scan is orthogonal
to the vertical circle through the center of the field. Thus a compensation could be
made in the vertical scan circuit of the flying spot scanner.

Aberration of a differential nature must also be considered. If S is the distance
of a star from the apex of the earth's motion, and k is the constant of aberration,
then we have

AS = k sin 8

Maximum aberration will be along this line, and so we may write,

A2S.(AS) = k (sin s) - k sin (S + AS)

=k (sin s - sin S + AS)

k (sin S - sin S CosAS - Cos S sin AS)

Now, sin AS . 1 at the same point as the previous tangent function, so let us again
take a 5--3/40 field. At this point Cos AS- . 995, or roughly 1. Thus we might write

A2S k (sin S - sin S - Cos S (.1))

k (-. 1 Cos S)

The factor k is roughly 20", this differential aberration must stay below 2" of arc,
especially since all the approximations used tend to increase it. Thus we may neg-
lect it. We have remaining one primary error that can lead to difficulties. This
is caused by the misalignment of a plate. A photograph of the celestial sphere is
basically a projection of the sphere on a tangent plane to the sphere. Thus any mis-
alignment leads to two different tangent planes, with a resulting differential error.
We note that the radius of this sphere is equal to the effective focal length of the
optical system used.

We let the tangent point, and the origin of our coordinate system t 2 T, the Y
axis tangent to the declination circle, and X perpendicular to Y, with the unit of
distance being R, the radius of the circle. Let P on the sph 7e have a projection
P' with coordinates X and Y.

Transferring from one tangential coordinate eyuem to another then yields
equations of the form

X' =X-m +YA P- (mX+nY) X

Y'-Y-n -XAP-(mX+nY)Y

where in and n are simply shifts of the coordinate origin, AP is a rotation, and the
last term Is a change in the unit of length. A reasonably large error would be 10-4
radian. Thus a maxim m and n would be 10- R, or for a 30" focal length, 3 x 10-3
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inches. The change of scale is then (mx nY) X- 3.4 x 10-3 considering a 1-1/2"

total plate size, this is within our limits of error.

It can readily be shown that the rotation is not bothersome either.

Thus a misalignment of 10-4 radian will not lead to errors that are too large.

Consider a rotational error, which would enter only because of our rotation to
compensate for differential refraction. Even a coarse sensor system could holW -
minute of arc, or 1/3 x 10-3, which obviously lies below the errors in the system
again. We might summarize thib discussion by saying that although the effects pro-
duce bothersome errors in astrometric systems, they are just below the point where
they would make our system difficult.

In a previous note it was shown that - photographic comparison system was
reasonable from the time standpoint. In this note we have shown that it is reason-
able from the error standpoint.

2. OBTAINING THE CATALOG

To obtain a good catalog at the capability level of a good surveillance system
will require a similar optics set up especially arranged' for photographic expobures.
Assume, for the purposes of discussion, that we are using a 40" f. 1. system wtth a
30" aperture, f/1. 3. Such a system with ordinary plates such as 103aO, would
probably have a limiting magnitude of 17. 5 on a moonless clear night. Exposure
times for such a system would be approximately 13. 5 minutes for the limiting mag-
nitude of 17.5, 5. 5 minutes for 16. 5, 1. 35 minutes for 15th magnitude, and 0. 135
minutes for 12. 5 magnitude. Assuming that 16. 5 magnitude is required, then 5. 5
minutes is needed for a plate. Since we need a separate plate for each field for an
image orthicon, this means 5. 5 minutes are required for each 2. 03 X 2. °3 dMre
field, or roughly 1 minute of exposure per degree 2 . The observing efficiency, in-
cludlng changing plates and fields, and an occasional 'goof' would probably be as
about 90% with experience. The number of hours that can be spent observing varies
with season and location, but could average eight hours/day over a year. At a good
location it should be possible to operate 300 days per year as a minimum, so that
2400 hours are available. Discounting the bright moon nights, this would drop to
about 2000 hours/year. For a 50% observing efficiency then it would be possible to
cover 6 x 104 deg•ees 2 . For an efficiency of 90%, instead of 50% coverage would
be about 105 degr•ele in one year. This assumes such things as automatic plate
changing, and moving from one field to another adjacent one. The actual time to
create a catalog would still be a year to cover the entire sky, but the problem of
weather, equipment failures, and use as a back up telescope becomes much less
critical. It is also apparent that full sky coverage of the system could be made
available long before the year was up since the plates could be kept ahead of the sky
during the year. Thus the time delay beforu full operation is roughly a month. We
note also that this is approximately the time of the image cancellation system, since
it too in capable of keeping up with the sky.

3. UP-DATING CATALOG

Since the accuracy of this catalog need not be high, four seconds of arc being
more than adequate for a surveillance system, proper motion of the majority of
stars will not effect it for a period of years, ten years being a safe figure, except
for a few close stars of large proper motion (2 to 3 sec/yr), Thus a small proportion
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of telescope time would be required after the first year to up-date the few plates
that yield errors. 10'"" of the time spent on plates would seem reasonable, and If
20"'' of the operating time was spent getting new plates the catalog would be com-
pletely renewed in less than five years. Thus if an observatory was set up with two
instruments, surely a minimum from the standpoint of maintenance, after the first r
year over 80% of the operating time of the second telescope could be spent checidI g
for satellites, and still have a continuously revised catalog.

4. REGISTRATION

To successfidly use a photographic film negative catalog, or memory, it is
necessary that the photograph closely correspond to the sky. There are several
effects that will affect this situation. These are as mainly,

1) Mapping error, caused by projecting of sphere on a plane photographic
plate, and

2) Differential refraction, causing a scale change along one direction.

For a typical surveillance system a differential refraction error of 10 s'e's.
across a 2-1/2 degree field is permissible, i.e., 4 secs per degr-e'. At 00 eleva-
tion we have a differential refraction error of W0'36" approximately. At 100 this
becomes 21 se's, at 300, -3 se•, at 400, -2 se'cs, at 500, - 1. 5 sec's, at 600, -1 seZ,
an, at 700, -1 SO. See Section I-C. Thus for elevation over 250 differential refrac-
tion is not a problem when using 2-1/2 to 3 dree's field of view.

5. EQUIPMENT ARRANGEMENT

A typical system employing a flying spot scanner to read the reference catalog
for comparison with the 1.0. Sensor video is blocked out in Figure IV-29.

6. IMAGE PLANE CANCELIATION VS VIDEO CANCELLATION

An image plane direct cancellation system requires better plates than video
comparison system, since the film negative or plates act as a filter in the path of
the light.

The light losses in a direct cancelling system' (primarily in relay lens needed)
is Lh the order of a magnitude for a well-designed system. E"posure tiimes tG reach
16. 5 magnitude would be a minimum of roughly 1/3 second',, actually in practice
considering background illumination, a better 8/N rntio, and a safety factor this
would be of the order of 3 seconds.

The f-Ilowing table illustrates an estimated comparison of the three single
station catalog techniques: TI A. T. I. delay interval storage, the image plane
direct cancelling, and the elect, -.ic or video compar) son or flying spot scanner
type. It should be readily ntotao that the mount Is a critical item, and close atten-
tion should be paid to it.
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G. SUMMARY OF SEPARATION SYSTEM ADVANTAGES AND DISADVANTAGES

The following table Is a summary of advantages end disadvantages of the separa-
tion technilues discussed in weotion IV.
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H. SYSTEM ANGULAR MEASUREMENT ACCURACY

After Detection and Separation has been fccomplished, a Space Surveillance
System is expected to generate angle measurement data for later use in orbit pre-
diction.

The purpose of this section is to study the major factors which influence the
accuracy of the reported target position of an electro-optical system. Since the
system under consideration is passive in that it employs the sun as the primary
source of target illumination, the measured data is limited to angle only informa-
tion. This information consists of angular components and their associated times.
By investigating the influential factors of angular position measurement, an estima-
tion of attainable accui acy can be made in terms of the hardware required.

The following list of angular measurement errors includes many topics that

have already appeared in this report:

1. Atmosphere

2. Optics

3. Telescope Mount

4. Image Orthicon Linearity

5. Image Spread

After discussing these specific errors the conclusion will show the system
angular accuracy that might result.

1. ATMOSPHERE

The atmosphere will give a refractive pointing error, and an image "dancing"

error. The refractive pointing error can be programmed for standard temperative-
prensure air conditions. There is a deviation from standard refractive conditions

that will be considered random:

Air Temperature (-40°F to +100 0 F) k13%

Atmospheric Pressure (28.2 to 32. 2 inches hg) 15%

The resultant RMS percent variation is 14%. If continuous measurements of air

temperature and pressure were made at the site, this RMS could be decreased to

*1O%. This variation is approximately a +2 value.

The error across the field of view due to differential refraction has been dis-

cussed in Section IV-B. The "dancing" error is also discussed in Section IV-B.

2. OPTICS

The optics errors are usually not considered random. These errors are either

pincushion or barrel distortions of image position versus object angular position,

and are covered in Section II-A mad Section IV-B.
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3. TELESCOPE MOUNT
The effect of the electro-optical positioni ig equipment upon the ability to meas-

ure the angular position of a body in space will now be considered.

A model illustrating the signf 1'icant factors of positioning is shown in Figure
IV-30. The absolute reference is taken as the cele .tial sphere. Th,. problem of
positioning lirnls of sight with respect to this absolute reference then hap, two prac-
tical considerations.

1) Establishment of a local reference (the local north reference at each site)
with respec to the absolute reference (the celestial sphere).

2) Positioning of the local line of sight (the telescope at each site) with respect
to the established local reference.

The first is a surveying and reference stability problem, the second is a hardware
problem. Each will now be considered in detail.

As was indicated the local reference error has two important factors. The first
is the surveying accuracy in establishing the local north reference at any given place
and time. The second is the stability of this reference with respect to the celestial
sphere, as a function of time.

In conjunction with design of guidance systems for ballistic missiles, the Gen-
eral Electric Company has recently completed an extensive study of state of the art
surveying techniques. The results of this study(1 ) are directly applicable to the
problem being considered here.

The accuracy in establishing local north as a function of time available for
measurement is shown in Figure IV-31. The accuracy in establishing local latitude,
longitude, and elevation above mean sea level are also included, as this information
might influence the discrimination accuracy for a multi-site system. This informa-
tion appears in Figures IV-32 and IV-33.

It will be assumed that the shift of the earth's crust and the concrete foundation
of the mount are negligible with time. However even with this assumption the pro-
jection of the earth's geographic pole upon the celestial sphere experiences a minute
but continuous translation. This motion can be interpreted as a nutation superim-
posed upon a constant precession.

The nutation is caused by the gyroscopic effect of Lhe moon, sun, and other
planets upon the earth. The period of this nutation is therefore composed of the
harmonics of the lunar, solar, _ anetary orbital periods. The maximum mag-
nitude of this nutation is *5.6 ii6o (m refernce (2) ) which occurs approxi-
mately every nineteen years.

(1) Dopp, J. W,, "Report on the State of the Art of SurveingAc
G.E. TIS #R62DSD3.

(2) H. N. Russell, R. S. Dugan, and J. Q. Stewart, Astronomy, Ginn & Co.,
1"2.
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ACCURACY IN ESTABLISHING LOCAL LATITUDE j
AND LONGITUDE AS A FUNCTION OF T:ME

AVAILABLE FOR MEASUREMENT

2 o LONGITUDE

SI ID i

15 _ _ _ _ _ I. _ _ . _ .

DEPENDENT1

O. ON I
10 ___0_ LATITUDE

TIEIrR1RVYN IN DYI

0

0~ WEATHER,

00

4w
-J I

STAR SHNo"S

0.1 1.0 10

TIME :OR SURVEYING IN DAYS -
Figure IV-32. Accuracy In Erablishing Local Latitude and Longitude

The precession of the earth's geographic pole is caused by the slight difference
in the solar and tropic year and by the solar precession. The period of this p
cession is effectively 25,MO yeaws, ad te redtMg nwigittade is about 13 Je6-i
per year.
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Figure IV-33. Acecray in Establishing Local Elevation

The problem of posldt th. loa• line of sight w-ith respect to the local north
VIUFao00 Is illustrated In 71gm rV-30. Four major sourea of error can be de-
hto. These are:

1) Sidereal Platform Normal Error (Ac)
This is tho angular accuracy in d U that can be maintained between the

local mortis referems and tdo sidereal platform normal.
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2) Sidereal Angular Position Error kA0)

This is the dynamic angular accuracy in se-"onds that can be maintained by
the sidereal platform with respect to the true value of as a function of time.

3) Declination Error (Ab)

This is the angular accuracy in e to which the declination of the line
of sight can be measured with respect to the sidereal platform.

4) Ascension Error (A4)

This is the angular accuracy in seconds to which the ascension of the line
of sight can be measured with respect to the sidereal platform.

The practical limitations on these errors will now be considered.

By using a fairly large platform and precision bearings the sidereal platform
normal error (A E ) can be reduced to a few seconds.

The errors sidereal angular position (AP), declination (A 6), and ascension (A4t)
involve angular position measurements. It is assumed that an individual null seeking
servo system with a suitable time constant for the required drive rate will be used
to obtain each of the three angular positions. The accuracy with which this can be
done is then only a function of how accurately the actual position can be measured.

There are three classical methods of accurately measuring an angle. The
simplest method s to use a gear arrangement. However as the magnification in-
creases the gear, ueadband eventually limits the accurmcy.

A second method is the use of a direct drive precision synchro. The accuracy
of this device is eventually limited by the linearity with which it can be constructed.

Both of these methods employ "precision" equipment. By using special tech-
niques "super precision" equipment can be constructed which represents the limit
of the state of the art.

Typical limiting accuracies of such equipment are shown in the table below:

Method Best Accuracy Obtainable

Precision Gears 150 s`eT(

Super Precision Gears 60 s-

Direct drive precision synchro 300 seis'

Direct drive super precision sy,:Ichro 20 seconds

Direct Drive Encoder See Figure IV-42

The third method of measuring an angle is the use of a mechanical to digital
encoder. With this device the accuracy uf the measurement is a logarithmic function
on the number of output bits. A curve of this relationship is shown in Figure IV-34.
It should be noted that the declination angle of Figure IV-30 will never exceed -90°,
therefore one less bit will be required to obtain the same accuracy as for 1 and t
in Figure IV-30.

IV-65



1000-

U

49

I10

0

0 \0 \
z

4.)

4

-.J

14

O N

U

-- I • I I I -

0 9|0 II 92 93 94 iS 96 17 IS 99

"*NUMU!IER OF ENCODER SITS - -•

?Iun IV-34. imcoder Angular Accuracy as a Function of the
Number of Encodcr Bits

The significant errors in electro-optical angular nivasurements due to the posi-
tioning equipment have been outlined and discussed above. A sidereal platform was
used for an illustration of the problems involved,. This scheme was chosen to facili-
tate target discrimination rand to simplify reference coordinates. In practice a single
control system might be used to obtain the resultant of 0 and 4, in Figure IV-30.

It should be noted that a more simple azimuth-elevation system might also be
used depending upon the target discrimination scheme chosen.
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In conclusion, it can be observed that the major effect of the mount, regardless
of which scheme is used, will be to limit the accuracy with which the two angular
components of a target can be measured. For accuracy better than one minute of
arc, a direct drive analcg to digital encoder would be required. The maximum
resultant angular error in measuring two-angle position will then be les.s than or
equal to 1. 414 times the individual angular component maximum error. Thz an~gular
component maxinwm error for the direct drive encoder is .. ven in Figure IV-34 as
a function of the number of output bits.

4. IMAGE ORTHICON LINEARITY

Assuming the center of the image orthicon field of view is accurately known,
the time during the scan when the target video occurs is the only method of deter-
mining the target position in the field of view. It is assumed that when this scan
occurrence time of target video is converted to accurate angular position, some
method is used to determine the image center. The effect of image spread on angu-
lar accuracy will be discussed later.

To accurately measure the time unit that accompanies the angular measurement,
it is necessary to know the start and stop time of every image period. Ther the
center of each image can be equated to the time half way between the start and finish
of the comparable image period. It is assumed that the accuracy of measuring the
time of image formation is much more accurately known than the comparable target
angle, and is not considered in this analysis.

The conversion from time during scan to position in the field of view is essen-

tially a measurement of image orthicon linearity. The accuracy of this conversion
is dependent upon the target position in the field of view. In a circle, centered in
the field of view, which contains 50% of the total viewing angular area, the maximum

time-position inaccuracy is *1/4%. The rptaximum time-position inaccuracy at the
image corners is approximately *1/2%. Thlese inaccuracies are approximately
2a values.

5. IMAGE SPREAD

The image orthicon image spread may be due to relative target movement during
the image period, or due to a target intensity much larger than the detection thresh-
old intensity. Image spread due to a large target intensity is oymmetrical about
the true image center. This spread would be easier to convert to an image center
than the "one dimensional" spread in any random direction due to relative target
movement during the image perioC. At a 1000 nautical mile altitude, a circular
orbit target could have a maximum relative velocity of 800 se`/sec. For an image
period of 0. 5 second, this would result in an image spread of 400 sec, 0. 11 deMg-re,
or 3. 6% of a 30 field of view. Due to the target intensity relationship and velocity
relationship with altitude, the lower the altitude of a given satellite, the greater the
intensity image spread and the greater the relative movement image spread.

6. TOTAL ANGULAR MEASUREMENT ERROR

A table will be made of the assur ad 2a angular measurement error, using "state
of the art" values. The worst case values (at the corner of the field or at 200 eleva-
tion for instance) will be used.
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ANGULAIR MEASUREMENT ERROR

Variable 207 Inaccuracy 2¢" Error (g)
3ý-' Field of View

Atmospheric Rc-fraration (200) k14T% (15 0 s"e) 21 see

Field of View Differential Refraction 13 s- (30 Field) 13 ns
(200)

Atmospheric Image Dancing 6 e, 6 s

Mount Readout Error 30 sMe 30 9-e

Image Orthicon Time-Position Linearity 4-,/2';, (30 Field 54 s-et
_10800 s"•)

The largest error in measuring target angles for a 3 degr•e field of view is the
image orthicon time-position linearity. This error is directly proportional to the
field of view, and is Lhe area to be improved first if greater angular accuracies are
required, with 3 de'gree or larger field of view.

The RMS 2J' error, found by taking the square root of the sum of the squares.
is 66 sec. This error assumes that processing has already solved the problems of
image spread and the refractive bias pointing error.

I. HIGH RESOLUTION SYSTEMS

1. INTRODUCTION

This report is primarily concerned with Separation Technique. and their appli-
cation to the Space Surveillance Task. This task necessitates maximizing the field
of view and aperture at the expense of data accuracy. To illustrate this, several
systems were postulated for discussion purposes, thoug;h no selection was made as
to the best choice.

Where high accuracy data, or high resolution identification is included in the
systems requirement, then comibination systems will be needed to attain performance.
Combination systems necessitate acquisition, hand over, track, and/or track %hile
scan functions. High ac.:uracy data and high resolution identification both need long
focal length optics with corresponding small field of view.

Included her, is a brief treatment of various electron optical techniques to filus-
trate the trades of lens anU sensor parameters, video processing techniques, reid-
out techniques and other special considerations needed for successful equipment
combinations and/or systems.

For the purposes of this report we are concerned with military arid/or civilian
space applications. Here the emphasis should be placed on performance for maxi-
mum data and purpose, not for pretty pictures and convenient eye viewing, There-
fore, the scanning format should be optimized to the application and a special effort
be made to keep bandwidth down for maximum performance and minimum data hand-
ling problems.

Electro-optical- equipment with an MgO tube can produce a fantastic amount of
data (10 to 20 mc or higher) which may be unnecessary much of the time. Slow
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scan -rates can reduce bandwidth with usually the only objection being a flickering
picture! A P-7 phosphor kinescope tube in the monitor with filtec will reduce this
for the little human monitoring necessary.

Camera recording (film and P-1], Recording Scope CR tube matched for maxi-
mum recording efficiency) is used where records are required in any event. See
Section 1I-C.

The important considerations vary with applications, i. e., time for coverage,
detection probability and discrimination are of first consideration in surveillance.
False alarm, lens quality, resolution, and atniospheric perturbations are )mportant
in high resolution identification and mapping systems.

The different requirements vary the figures involved, However, the areas for
making trades are:

Field of view - focal length and f/nuniber

Resolution element size - scan lines and bandwidth

Background brightness - integration time, resolution element size - field of view

Target spreading - saturation levels, beani current control, field occupancy

Moving targets - velocity rates and directions, resolution element, time respone

Video processing - electrical signal to noise, background vs signal charasteris-
tics

Monitor recording - precision, linearities; writing rates vs film speed

2. OBJECT BRIGHTNESS

The first consideration here is in the lens selection and electronic scanning

program to be used for the sensor with particular attention to background and atmos-
pheric limitations.

If the celestial background is involved, then sky brigpitnes-3 and point target in-
tensity (function of target range) will set the noise level and the contrast. Once the
object is resolved into more than one resolution element with long focal length optics,
the intensity of a constant resolved angular area is independent of object range. The
constant angular resolved area (for example 1 gc 2 ) will have an earth received in-
tensity proportional to reflectivity, but independent of range to the earth, if it is
ý sun illuminated and its distance to the sun remains a constant 93,000,000 miles.
So I square sec (sle 2 ) of resolved lunar surface, or 1 sec" of resolved Echo Balloon,
result in the same Lumens/'cm 2 aperture illumination, if their phase angle and reflec-
tivity are the same.

3. RESOLUTION LIMITS

The resolution ability limit is set by the optics quality (ability to approach dif-
fraction limit, color correction, aberration, frequency response, etc.). The num-
ber of scan lines and bandwidth (resolution element size) should be selected in keep-
ing with optic quality. When sufficient light is available, the diffraction limit can be
penetrated somewhort. The engineer is referred to Sears(4) for more extensive
treatment of diffraction limits. However, it should never be necessary to place more
than 2 or 3 pairs (4 at the absolute most) of scan lines (a line and spacing being a pair)
for the extent of the diffraction iimit.
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The following table illustrates this point. Note that generally 1000 to 1200 lines
represents the optimum for general high resolution work. Special treatment and
study is in order before setting higher scan line requirements. The same problem
is in order regarding use of film. Though a smooth and pretty picture may be at-
tained, the information and picture content will not generally be any better than the
1009 to 1200 scanned picture since in both cases the frequency response or diffrac-
tion limit of the optics (and/or atmosphere) would be setting the performance limits.

Resolution/sensitivity on Resolved Objects for 1000 line scan (800 line effective
resolution).

Resolution
Element

Theoretical Practical Size (800 Field of
Optics Focal Diffraction Optic line) Single View

Diameter Length Limit Limit Dimension with I. 0.
(in(hes) f/no (inches) (sec of arc) .sec of ar-,) (sec of arc) (sQc of arc)

5 f/120 600 .9 1. 1/2 450

12 f/125 1500 .4 .6 1/4 180

24 f/100 2400 .2 .4 1/8 110

00 f/30q 3000 .15 .3 .1 85

48 f/95 4500 .1 .2 to .25 .06 55

Figure IV-35A and B typifies what can be done with a 16" aperture at only 240" focal
length 1029 line scan with approximately 2 sec of arc resolution element size (better
than atmospheric limit on night taken).

4. RESOLUTION (FAINT POINT SOURCES)

Since the smallest image detected on the MgO image orthicon is usually spread
to 2 or 3 resolution elements on a side for minimum detection, the ability to sepa-
rate close objects (double stars, etc.) is reduced by this factor unless special tech-
niques are used.

Since the MgO image orthicon target itself can resolve to about 300G lines then
approximately this number of lines should be used where maximum resolution is
desired, 'in order to reduce the point image spread area to the smallest occupation
area of the I. 0. 's target. At this point, optical gain (multiplier lens) should be
added to the main optics until the smallest point image focus area corresponds to
several lines of the 3000 line scanned area. In this way the optics, rather than the
orthicon, are setting the limit and by using the maximum line resolution ability of
the orthicon the optical gain is at the minimum increase for orthicon limit.

In this optimum match, the light loss and optical gain (field of view compromised
least) are minimum and the resolution will be as good as film under "ideal" seeing
conditions. In all practical conditions, the resolution of film will be exceeded. The
combined speed (orthicon plus slower lens) is much greater than that of film, thus
permitting shorter exposures (less atmospheric disturbances). For instance, for
normal best speed film exposure time the atmospheric perturbations will impose a
1 to 3 sec of arc seeing limit where wi(h the I. 0. shorter exposures can attain
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theoretically, the diffraction limit of the optics system. The question may still
exist, however, as to Which short exposure picture presents the real picture and
whicb includes a product of the atmosphere.

A word of caution: To read out on monitors a picture of 1000 lines (where I. 0.
is being scanned over 1200 lines) special monitors will be required. It one wishes
to use standard high resolution monitors (1000 line ability) then additional optical
gain should be used to spread the point image focus over an area of several of the
1000 line lines area which in this case will be a correspondingly larger area of the
1.0. target: - Performance will still exceed film in resolution and exposure time.

5. ATMOSPHERIC "SEEING" IMPROVEMENTS

From paragraphs 3 and 4 above we have shown that for properly designed sys-
tems the optics sets the limit of equipment performance. However, for the longer
focal lengths (higher resolution) the atmosphere "seeing" limits the overall system
performance. In section I-C of this report a brief discussion of the atmospheric
effects was given. These various effects combine to govern the practical limits on
resolution and seeing. The atmospheric turbulence causes the image to blur and
dance (irrespective of mount stability, etc. ). The extent of the mixture of blurring
and dancing depends on the number of turbulent elements (layers) between object
and optics.

Small aperture telescopes have mostly dancing, whereas large apertures hay.
mostly blurring. The total (time averaged) effect is about the same and thus the
image size (of a point source) is nearly independent of aperture. Thus the seeing
condition is often defined in terms of image size. Image size vs. frequency curx es
taken at_ ral observatories and appear to have Poisson distribution peaking at
1-1/2 s6conds at Kitt Peak and 2-1/2 se`Pc at Mt. Palomar,

Since most observatory work is done with film, much of the established practi' e
and discussions available are treated in this respect. Visually, it always is pos-
sible to exceed photographic resolution (with a long focal length telescope) because
th dark-adapted eye time constant is about 0. 2 seconds giving it the opportunity to
t& advantage of short instants of "good seeing".

The advantage of the greater "speed" of the image orthicon over film and human
•ore presents a practical way to improve resolution seeing ability by permitting

borter exposures down to a few milliseconds.

Detail design and systems engineering for '.' i type. of use of electro-optical
'rpipment presents challenging possibilities. Fence enany different schemes are

being studied and some tried in various forms.

Loss of contrast caused by scattering of light by the atmosphere is another
factor limiting resolution. This is important since high contrast (sharp edging, etc.,
permits working below the usual resolution limits, by as much as a magnitude under
Some conditions.

Local site effects are important if high resolution work is to be attempted.
Astronomers have learned to correct for local atmospherics, cold air vs. warm air,
turbulence, air currents, dome orientation and height, ground preparation, etc.,
at their individual locations and all these practices should be followed in setting up
sites, if good seeing is to be attained. Most schemes are based on following the
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first order "dancing" effects plus manual control of optics to maintain focus as it
varies. Astronomers have long been applying stabilizing -.,chemes (move their film
plates with the dancing, or exposing only when the image is at a specific point) and
manually riding the optical focus as needed to --et their best pictures.

With the advent of the GE thin film MgO Image Orthicon, its 1remendous "speed"
in relation to film presents many exciting possibilities. In addition, its image sec-
tion provides an area where corrective measures can be applied so that the scanned
image will already be "stabilized". Here the stabilizing signal can be from external
control (photomultiplier) or by a closed loop servo around the I. 0, tube itself. This
technique was investigated at Dyer Observatory and is recorded in November 1959,
Sky & Telescope. P.efinements can be made to the methods reported to eliminate
the shortcomings noted. See referenced reports.

Another technique is t(, use short exposure control of the L. 0. image section to
expose the tube at a specific condition of the target then re-expose at an instant of
similar condition; repeating this ,.ntil sufficient exposure time has been built up
commensurate with the resolution/sensitivity desired, and then reading out. In this
manner details on fast moving, rotating, etc., objects can be photographed from a
monitor. This can also be used to advantage by exposing only during periods of
stable mount conditions or "on target" conditions, etc.. in addition to selecting ex-
posures at times of stable atmospheric conditions.

The reverse of the above can be employed as a measuring tool for determining
object stability and resolution, mount stability, tracking stability and atmospheric
studies, by recording successive exposures at various intervals to obtain auto-
correlation patterns of the phenomena or instability involved.

6. MAPPING TECHNIQUES

Where a distributed scene is being resolved and a high resolution picture or
map is the prime requirement, advantage of the "speed" of the orthicon can be used
as motion sensing element to control servoed mirrors to present a stabilized image
at tte film plane for photography.

An addition of an automatic shutter control to this scheme could allow photc-

graphy only when the image is at best focus, and/or the instances when a selected
distinguishing feature presents the smallest image ("pulsation" effect at minimum).

J. SEPARATION AND POST SEPARATION PROCESSING

Separation can be more involved than a simple cancellatioa of binary off-on
video. To solve the probler-s of image spread requires handling lots of data:'

1. Measure the center Df symmetrically spread Images, and the amount of

the image spread.

2. Measure the direction and amount of relative motion during image exposure.

3. Compare the relative position displacement of each pair of image points
(if there are two of them) and decide: either they are one star misregis-
tered, or that a target is detected.

The amount of data would be large because every star in the field of view would re-

quure an image ilse, Image center, direction and amplitude of relative motion data
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storage, where the image center data could be any resolution element in the field
of view.

A non-automatic feasibility system could use a scanned image of "residual"
video left after video cancellation. It could use a two color display of two complete
images, as an alternate. In any event, the human viewer would make the decisions
about image centers, relative motion, misregistered stars or targets, and such
false alarms as falling stars, the moon, or a planet that would be difficult to pro-
gram for a computer. It is believed that an automatic electronic detection should
proceed the viewers scanned image; because it will leave less decisions for the
viewer, and also because it is necessary for a large surveillance area "automatic"
system.

One problem an automatic system would have is sorting the targ( to minimi,
target false alarms. Some characteristics that might help decrease false alarms
include:

1. Large image size; therefore large intensity lower altitude; therefore no'

interested unless a reasonable relative motion image spread.

2. Very large relative motion (falling stars) thereforc, not interested.

3. Direction of relative motion; therefore not interested in some orbits.

4. Known positions of planets, comets, asteroids, moon, etc.

5. Compare targets with known satellite orbit positions.

This brief discussion shows some of the complexities of a completely automal.
surveillance system, even after initial detection and separation-cancellation.
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SECTION V. ORBITAL PREDICTION FROM ANGLE ONLY DATA

A. INTRODUCTION

The data obtained from electro-optical devices consists of a series of angular
measuremf'its. Any number of observations can be made with an optical sensor.
each observation consisting of two angular measurements: azimuth awd elevation.
\When predicting an orbit, this set of elect-o-optical data is smoothed to a set of
angles, angular rates and angular accelerations at a specified reference time. The
angle only orbit determination technique is then used to determine the position and
velocity of the target (at the reference time) by "transforming" the smoothed angu-
lar data to target posi.Jon and velocity components (RAERAE). After the target's
position and velocity are known, the problem of orbit determination has been reduced
to an equivalent radar problem and further orbit calculations can be carried out.
A flow chart for the present orbit prediction shlieme is shown in Figure V-I. Rt
range; A azimuth; E elevation.

The purpose of this accuracy study is to determine the accuracies obtainable
in predicting orbits from angle only data. For system design purposes it is neces-
sary to determine the effect of data parametert (such as smoothing time, frequency
of independent observations, and accuracy of angular measurements) on prediction
performance. The accuracy study can be divided into two parts.

B. ACCURACY STUDY

(1) Accuracy of orbit prediction using more than three sets of angular observa-
tions.

(2) Accuracy of orbit prediction using three sets of angular observations.
This portion of the study also pertains to orbit prediction from data which
has been presmoothed into the "three set" form.

The purpose of the first part of the accuracy study is to estimate the efficiency
(in the statistical sense) of knioothlng techniques when more than three sets of opti-
cal data are smoothed. A binmple quadratic fit was choser fr.r a model smoothing
scheme (see Appendix IV). This simple fit fulfills the requirements of the accuracy
study since it demonstrates typical error behavior. Tbe .simip!e fit was chosen in
simulating orbit prvdiction from N observations (N 3', so .thaý, typical errorp could
be generated and used to error the angular quanti>:'s A0 Ao Ao Eo Eo and Eo (see
flow chart, Fig. V- I2) After the previous quantbties are errored it is possible to
determine how obse; vation errors propagate thx agh the basic angle only technique.
The error study was divided into two parts so that a separate investigation could be
carried out on the "three observations" orbit prediction technique. This orbit pre-
diction scheme has been programmed and checked out; it is capable of predicting an
orbit exactly from three sets of unerrored optical data.

The general procedure followed in carrying out the accuracy study will first be
outlined. The Monte Carlo technique was used to study propagation of measurement

V-I



0 v

0 0

00 0

0

Uz

0

w w

1) -

z
C) 0

w Cww

0 0
F- 0

0

0 0 0 z
04 0 -

0L 0

-z 0 LiO

w oU) -w

0 w.

a-

Or R LI 4N

<j i- z r

*0 7 0
> ~~ I w X

V-2-



errors and to determine the standard deviations of the target's position and velocity
components (011, aA, E, al•' Ia", a*). The Monte Carlo method is a repetitive

type procedure where errored electro-optical data is simulated and then subjected
to the angle only prediction technique. After the above procedure is repeated a

number of times (1, 000 Monte Carlo loops were used in this study), the desired
standard deviations can be calculated. The randomness involved in generating the
errored data gives a random quality to later errors such that no significance can be
attached to any one calculation. After the position and velocity errors at the ref-
erence time were determined, a computer program was used to determine confi-
dence volumes at future times around the orbit. The confidence volumes are re-
gions surroamding the target's true position in space (at some specified future time)
within which the target's predicted position will fall with a given degree of Qonfi-
dence. The size of the confidence volumes is a function of both the data parameters
and the specified degree of confidence.

In order to simulate errored electro-optical data, it was first necessary to
choose a population of orbits which sufficiently demonstrates the effects of data
parameters on prediction performance. The population chosen consists of 5 ellip-
tical satellite orbits, initially defined by their respective height of perigee, height
of apogee, and inclination angle. The orbits are listed below:

ORBIT DESIGNATION HPA H i

(n. mi.) (n. mi.) (degrees)

#1 30,000 3,000 20

#2 13,000 10,000 20

#3 89,900 1,000 20

#4 1,990 1,000 20

#5 30,000 3,000 30

Various orientations of the orbits with respect to the observer (+400 latitude;

-100o longitude) were considered in order to deter, ine the effects on prediction

accuracy. After the orbit was defined, a computer program (Satellite Simulator

Program) was used to simulate unerrored electro-optical data. It should be men-

tioned that the data was simulated with .•, non-rotating earth. A "non rotating" pre-

diction from data simulated with a non-rotating earth is assumed to be an excellent

representation, in its errors, to a rotating prediction from live data or data simu-

lated with a rotating earth. In the near future the angle only technique will be modi-

fied to include earth rotation. In order to simulate errored data it was necessary

to generate errors to be added to the "true" data, A random number generation

program which produces numbers from a normal distribution (zero mean, unity

vairiance) was used in the first portion of the error simulation. Simple algebraic

manipulations then yield errors which have the desired standard deviations and

correlation. A more detailed disomslon olf thI ACoMW Staly wili be giVen in one
of the faowing sOU"u0 thf reu, .
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C. RESULTS

The more important parameters involved in this study will be defined so that
the results can be more easily interpreted. A sketch should give a physical picture
of the actual system.

Target's Orbital Path

Trackinp Periodc, L - Tbe Lent't..

'*"•Reference Position ( 'No R - Tube Radiu-

R - Range at Reference Position
0

Sensor Confidence Tube

Earth's
Surface

Trwkig Tim - The total time interval during which optical data is obtainemd or the
time it takes for the target to pass from one end of the tracking
period to the other. Any odd number of observations can be taken
during the tracking time.

Referoemc Position - The target's position when it is located exactly in the middle
of the tracking period. An equal number of observations are taken
before and after the reference position and one observation is
taken when the target is located at the refererce position.

Reference Range - The distance from the sensor to the target when it Is located at

the reference position.

At - The time interval between independent observations.
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1. PART I - MORE THAN THREE SETS OF OBSERVATIONS

Interpretation of the Curves, Figures V-2 thru V-5.

(1) In arriving at the following results, it was assumed that azimuth and eleva-
tion angles are measured with equal accuracy. Therefore, for all the fol-
lowing curves the standard deviation on elevation errors (ON) equals the
standard deviation on azimuth errors (aA).

(2) From the first plot, it can be, seen that range errors are a linear function
of observation errors. Similarly it has been shown that error volume tube
radius and tube length vary linearly with observation errors (no plots have
been made).

(3) All plots after No. 1 were made for the case where UA (E - 0. 10; how-
eN er, results for standp.rd deviatioas other than 0. 10 can be obtained by a
simple multiplication. To obtain a result (Hunge standard deviation, tube
radius, tube length etc.) for observational ýrrors other than OA - aE -
0. 10 , multiply the indicated result from the graph by 10°0desired, in de-
grees where adesired is the standard deviation of interest.

(4) Some of the curves have only been produced for a single orbit (Orbit #4).
In these particular cases, Orbit #4 was chosen so that accuracies obtain-
able with electro-optical equipment could be compared with those obtaina-
ble with radar at equivalent ranges. It is realized, that electro-optical
systems will be used to site targets at ranges greater than 2, 000 n. mi.,
but Orbit #4 allows the previously mentioned comnparison to be made since
the target comes within radar range (minimum range = 1720 n.ml.).

(5) When predicting ahead in the orbit, a 90% confidence was used.

2. PART 2 - THREE SETS OF OBSERVATIONS

Interpretation of the curves, Figures V-9 thru V-11.

(1) In arriving at the following results, it was assumed that azimuth and ele-
vation angles are measured with equal accuracy. Therefore, for all the
following curves the standard deviation on elevation errors (fE) equals the
standard deviation on azimuth errors (aA).

(2) All of the following plots were made for the case where 0yA = aE - 0. 010.
Since output errors are a linear function of input errors (see Part I).
results for standard deviations other than 0.01) can be obtained by a sim-
ple multiplication. To obtain a result (range error standard deviation,
tube radius, tube length etc.) for observational errors other than vA =
urE - 0. 0l0, multiply the indicated result frorn the graph by lO00desired,
in degrees where adesired is the standard deviation of interest.

(3) When predicting ahead in the orbit, a 9070 confidence was used
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SYMBOLS:~

0 OB I NO 4,RANGE t -1?20 N-MI

X ORBIT NO3, RANGE * :-1720 N-MI
A ORBIT NO 2, RANGE .:i0,800ON-M!

Ifl ORBIT N.I , RANGF*.3500 N-MI

OBSEVATIN ERORS*RANGE WHEN TARGET IS LOCATED
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10,000

at' 1000

IO0HRS

100,10

INDEPEMONtT OBSERVATIONdS

10100
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Figure V-3. Range Error at Reference Position as a Functionj 'A Tracking

Time and Time Lapse Between Independent O)bservations
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3. PART 3 - MULTIPLE SITES

All of the preceding results were developed for a singlc site. When a multiple

sensor complex is considered, it is desirable to compare the net resulting predic-

tion accuracy to that which would be obtained from each of the sensrs individually.

If a target is tracked or observed simultaneously by two or more sites, with data

errors independent from site to site, the optimum estimate of the orbit and thus

optimum predictions of future target positions along the orbit must be based upon

all of the data available. A conservative estimate of the resulting prediction ac-

curacy is obtained from an error analysis of the slglhtly non-optimum orbit
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estimate obtained from the weighted average of the predictions made singly from
each site. Experience has shown that the error of this estimate becomes insignifi-
cant as:

* A larger and larger amount of data from each sensor is considered.

* The data itself becomes more accurate (because of the linear propagation of
errors in an accurate system).

* The period of observation for each sensor is converged to the identical por-
tion of the orbit.

For example, if target range (R) is to be estimated by considerL. r the data
available from sites 1, 2, 3, ... N and this data, taking each site individually,
generates range estimates t], *2,3 fN with standard deviations of
c2' , 3 --- then the grand estimate of target range is

2 3 N
A A3 A

1 R N
1 + *2 + 3 --- -R

()A 2(~ ap
R12 "3 N

I + + + 1 +

aA 2 CyA22 OrA32 afiN2
R1 R2 R3 N

It can be easily shown that the standard deviation of this estimate is.

1

1-++ 1 +.

12 3 N

The maximum posolible value for the standard deviation of the final estimate of
target range is

(09 ) MA __V

Thc minimum possible value is

() MM

where aqRM = the minimum standard deviation of the set a' ojA, ,3
Thus, a conservative estimate of multiple site accuracy is otain from ther
tion

,K M
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whxere X = any predicted orbit parameter or future position

a.X = the accuracy obtainable from N sites making near simultaneous
observations

a X M the prediction accuracy for the best of the N sites (the minimum
standard deviation)

< < K<

If the sites are all comparable, it is standard practice to let K 1 I ,11N, the
most optimistic value. This procedure counters the non-optimality of considering
single site estimates in arriving at the final estimate, as opposed to determining
the final estimate directly from all of the raw data.

D. CONCLUSIONS

1. PART 1 - MORE THAN THREE SETS OF OBSERVATIONS

The results for Part 1 show that the errors, which occur when predicting a
target's position and velocity, are strongly dependent on the target's slant range.
Several computer runs were made to determine how much effect parameters such
as azimuth, elevation, and target velocity had on crR. As the second plot shows,
target velocity had very little effect on range error. Changes in azimuth and eleva-
tion shifted the curves slightly but the predominant factor in all of these cases was
definitely target range. If a large population of orbits were considered, they would
fWll into bands or families of curves and the common characteristic of any particu-
lar family would be slant range. As would be expected, predic',on errors increase
with increasing observation errors; in fact, prediction errors are a linear function
of observation errors. The curves show that prediction errors decrease when more
observations are taken during a given tracking interval. This improvement occurs
because more information concerning the orbit's shape is used in prediction target
position and relocity at the reference time. Once position and velocity at thc refer-
ence time are determined, one can predict target position and velocity at future times,
i.e., predict around the orbit.. The results reveal that confidence tube radius is
related to the earth central angle between the initial or reference position and the
predicted position. When predicting around an orbit, the tube radius increases
until the halfway point in the orbit is reached and then it decreases until the tube
radius corresponding to a prediction ahcil of one period equals the tube radios at
time equal to zero. Tube length which is actually a time error (time error x tar-
get velocity = tube length) constantly increases as one predicts around an orbit.

2. PART 2 - THREE SETS OF OBSERVATIONS

The results for Part 2, as for Part 1, show that the errors which ocicur when
predicting a target's position and velocity are strongly dependent on target range.
The curves show that estimation errors decrease as the time interval between ob-
servations increases. The reason for this behavior is that a greater arc of the
target's orbit is brought into the calculation and given observation error can produce
less effect on the apparent shape of the orbit. For each particular orbit, curves
are shown for a limiting range of time intervals because the angle only pr.•grarn
does not converge for time lapses out-Ide this range. The reasons for this be-
havier will now be explained. When -.e time lapse between observations , ecomes
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too small, the orbit's shape approaches a straight line but it is still an arc concave
toward the earth. The generated errors can cause a physically unrealizable prob-
lem by changing the shape of the orbit to a convex arc; as a result, the angle only
program will not couverge. When the time interval becomes too large, the quad-
ratic equations describing azimuth and elevation yield initial estimates ,f angular
velocities and accelerations which are so far in error that the angle only program
will not converge. This trouble could be eliminated by using more exact equations
which yield better initial estimates of Ao, Eo, Ao, and Eo. In interpreting the re-
suits, it should be realized that most of these targets are sited at very large ranges
and though the absolute errors may appear large, they are actually only a small
percentage of total range.

E. DISCUSSION

Included on the following pages is a detailed discussion of the methods used in
the accuracy study. For both parts of the study, a flow chart is initially presented
and then discussed. (Figure V-12).

The following is a discussion of those portions of the flow chart which might
raise some questions. As previously mentioned, the first step in handling optical
data is to smooth to a set of angles, angular rates, and angular accelerations at
the reference time. For tracking periods which are small with respect to the tar-
get's period, azimuth and elevation may be represented by the following independ-
ent quadratics.

A
A, A A to (ti to) 2 (1)

A 0 0 0 2 ioo
.E

- E ++E (ti t+ (0 t (2)
1 0 1 to T (t00i 0

By fitting the above two independent second order polynomialb to the data, it is
possible to 'letermine the best estimates of the angles, ailgular rates, and angular
accelerations. True values can not be obtained because the data is susceptible to
error. The estimates of Ao, Ao, Ao etc., will be denoted by A0, 1o, Xo etc. The
least squares criterion was chosen to fit the above equations to the data. It speci-
fies the second degree polynomials which minimize the sum of the squared values
of the differences between the data and the polynomials at the tinies of observation.
Using the leaet squares criterion, the following equations which statistically describe
the best estimates of Ao Ao Ao Eo Eo Eo were derived (see Appendix IV). The
equations are based upon a zero reference time (to - 0) and an equal number of ob-
servations before and after the refiersee time.

2
A7 t 4 4 (3)

"2 - (4)
A (At)2  

2
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2

2 - .a iA
M 2

i=1
M .4

A -o (6)

-2 2 M ,2
A 2A^2 i=1__ _ __ _ _ _ _ __ _ _ _ _ _

2A M(7)

4 2 M 22N(At)2 4 2 (At)2 (I2

i=.i i=1

A 2 (8)

in the above equations,

M 2 M (M+ 1) (2M+ 1)

6 (9)i=1 6(9

M .4 M (M+J) (2M+ 1) (3M 2 +3M- 1)
i1 3 

(10)i=1 30
The corresponding equations for elevation, are identical with E's replacig l's.Equations 3 through 8 statistically define all the angular estimates (e, A, , ejc.,)they are used to simulate thp errors which exist in these estimates (AA, A•,

etc).

Since Ao is not correlated with Ao or A0 we can simulate &A with a simple
multiplication.

•Ap o •Z 1  (11)

Similarly for E

AE =E Z2 (12)
where Z1, Z 2 are two random numbers from a normal distribution, zero mean,
unity variance.

A 4Simulating AA and AA is somewhat more involved, since A0 and Ao -ire cor-related as described by equation 7. The general equations needed to generate AA
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and AA are derived in Appendix V. To determine &A and AA, calculate:

A AA2A (14)

0=2 tan- .tr- 0Xao (13)

0 00 0

or 2 2 2 2

•Ay = (Ao Cos" 0 +2 0 0"sin 8 cos e + sf sin 0) (14)

2 2 2 •2 :ý2 2
aA sin 0 2 ()rA sin 0 cos 0 + a CosA ) (15)

11,Y) A0 0 A0 A0

AY a I7' (1 6)
Y1 A ~

Y,

AY2 or A Y9 z4 (17)

AA =AYI cos 0-AY 2sir0 (.115)

AA AY sin0+ AY cos 8 (19)

where Z3 and Z4 are random numbers from a normal population.

The equations for AEo and AEo are similar to equations 13 through 19 with Els
replacing A's aad Z3 and Z4 replaced by Z5 and Z6 respectively. Equations 11
through 19 are the optical error equations referred to in the flow chart.

The only remaining portion of the flow chart which calls for explanation is the
variance - covariance calculation step. After 1,000 Monte Carlo Loops the error
introduced by deviations from a normal distribution was considered negligible. It
then remains to determine the moment matrix which statistically describes the
errors at the reference point. After 1,000 loops there are 1000 values of R, A, E,
R, A and E in computer memory and each element of the moment matrix can be
calculated. The following definitions were used. By definition the mean value of a
variable X is:

NN
T~~- Xi

i-1

where NN = No. of Monte Carlo Loops (1, 000 in this study)

Similarly, the variance of X is defined by the following equation:

2 ~ NN 2X --- 2: (X. -X)

V-21I



The covariance between two variables X and Y is do..fined below

2 1 NNNN _" _•
KYi= •

After being calculated, the mean values or P, A, E, R, A and E, along with the
6 X 6 moment matrix are used as the input fer an in house computer program which
calculates confidence volumes at specified future times in the orbit. Rather than
calculate the conventional confidence ellipse an equivalent tube was determined.
The confidence tube is oriented with its ax~s colinear with the target velocity vector.
A sketch of a typical error tube is shown below.

""-YR L a Tube lencgth

SVe•.ocy R a Tube radius

C 7 ONFIDENCE -7r eW 9

ORSITAL PAT'H

For the case of three sets of optical data it is possible to carry out the accur-
acy study by using the complete angle only program which has been written and
checked out. As stated in the introduction the angle only program is capable of
predicting an orbit exactly from three sets of unerrored optical data. A complete
flow chart for the angle only program is shown on the next page. The Monte Carlo
study can be carried out by merely errorilng the Input to the angle only program
(A1 E1 A2 E2 A3 E3 ) and calculating the moment matrix after 1, 000 Monte Carlo

.loops.
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SECTION VI. RECOMMENDATIONS FOR FUTURE WORK

This report covered only techniques suitable for passive separation of orbiting
objects in the night's celestial environment. Thus separation techniques not felt to
offer sufficient practicality to the defined tasks were eliminated (see also Section

I-A),
The study of separation by "track" direction is similar to that of time separa-

tion except particular note is taken for further alarm processing. Since alarm
processing was not included in the task, this has not been discussed. The matter
of a fixed mount when using a rime cycle compatible to limiting star "tracks" to few
resolution elements versus many for targets was compared briefly to the sidereal
mount (star fixed) and found to be similar: that is, in the sidereal mount case, the
stars Jittered a few resolution elements due to mount or atmospheric dancing in
addition to registration, thus it is a matter of whether it is more practical a havo
the mount jogged to respective star fields from stationary positions or from a con-
tinuing sidereal motion. Since the mount would not be clamped stationary, but held
by the power drives, it requires more power to jog to the next position than in
overriding a sidereal motion. Thus the latter is favored even in this case.

Allied studies not covered by this POTI task that should be considered for
further study of the surveillance task include:

A. Threat Analysis

B. Hybrid Stereo - M.T.I. Storage System Study extending the effort initiated
in Section TII-E

C. Electronic Signsa -Peak) Detection matched to frequency response band for
rise time of st;Ar and/or target signals.

D. Capability and Limitations for rapid detection of distant (low intensity)
objects.

E. Study of required processing (termed alarm processing) after initial sep-
aration, considering target characteristics, motions, etc., use of "a
prior" knowldge of known moving targets to reduce alarm processing,
etc.

F. Individual Separation Evaluation Measurements

G. Optic system specifications and measurements to insure neces'ary per-
formance of large fabt optics

H. Data .cxuracy versus orbital mechanics

I. Improving orbital predictions by track augmentation of surveillance
(detection) Systems

VI-1



APPENDIX I. PROBABILITY OF OCCULTATION

A. DERIVATION

Assuming a linear image growth relation, the angular image size is

d =a+b(Mt- m) m< Mt (I-i)

Where: Mt = Threshold magnitude of the detector or the magnitude of a just
detectable source.

m = Magnitude of the source.

d = Angular size of the image in seconds of arc.

a = Minimum angular size Sthe image or the size of a just
detectable image in s-econds of arc

b = Rate of image growth in se"oZ•n s of arc per magnitude.

Assuming a circular image , its solid angle is

S I(m) steradi()2 (1-2)
W4 M) (3600) 2 seai

The solid angle of the field of vlw to

Wf steradlans (1-3)

Where* = Angular size of the square field of view in degrees.

Sinee the angular mis. of th Image is proportional to the magnitude of the
source, it is necessary to MW the briektness distribution of the stars within the
field of view. Defining

Nm The number of stars per square degree with a brightness within
the rangesM to m- 4 magnitudes.

The number of stars x m wt is *9e Sid of view whose brightness Bea between m
amini + A magnitudes is:

Xm = N Nm9 (1-4)

and the total solid angle orcupled by a ls within the field of view and within the
brightness rasp A_ to m .-A mim is approximately'

m i 3 ( )1 (-a



The total solid angle is assumed equal to the sum of the solid angles contributedr•om each magnitude interval A beginning with the thre~hold magnitude. Thus:

2Ws= , w(m)Nm (I-N
m = Mt

7U probability of occultation 0 is then:

Q(B)s 100 4F 2 wi(m) N percent (I-7Q()=100- -f m=,(tm)

(Of ~ f M~' =1

Substituting equation (1-2) and equation (1-3) into equation (1-7),

Q(B) 100 L" 2 d 2N n-4(3600) m=M Al m"

Substituting equation (I-1) into equation (1-8),

Q(B) = 100 7 N (a+b (Mt m))2
4(3i'00) 2 ,n

= 1001 V N1m (a?+2ab -m)+b2 ( m)2)
4(3600)2 (Mt b (Mt

100 IT r4 (300) a2 N +2abN (Mt -m)+b2 N - m)24(3U00)2  - M

or

2Q ) . 100 T, a 110 ab, a NN (M m)
4(3600) 2(3600) m t

bý Zo (~M - m)s 2I0

4(3600) 2- (Mt

Ur 100 1 • (Mt4(3600)2

H 2 10 f2 N ht-
2(36C•2

4(3600)2
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Then,

Q(B) = b2 HI +abH 2+a2 H3 percent (I-11)

The probability of occultation can thus be obtained from a knowledge of the
minimum size of +he star image a, the slope of the image growth characteristic b,
and the three constants Hi 112 113 which depend on the tl-reshold magnitude of the
detecting system and the star population in the region of the sky being examined.
The probability of non-occultation P(B) is, of course:

P(B) = I - Q(B) (i-12)

The star population is a variable that is known only approximately. Many fac-
tors combine to make an absolute distribution very difficult to obtain. The densities
that have been obtained depend to a great extent on the equipment and techniques
used. Most star counts are in terms of photographic or visual magnitudes. Varia-
tions among observers is common. Neither the photographic nor the standard visual
response matches the S-20 image orthicon response. Therefore it should be expec-
ted that star densities as seen by the image orthicon will differ from the other ob-
servations.

-'1 :Dark Adapted "

Visual. Resp. 4 -
. ._..-Type 103-0 --

.. . . .. . -- -Standard Visual -
N. -Response6 0 - - -- , i I ' 1

S40 -h-----p-- ..-- h ot.o athodef-

Figure Al-i. Detector Relative Response

Figure AI-1 shows the relative response of the standard eye. type 103-0 un-
sensitized film, and the S-20 photocathode. Figure AI-2 shows the approximate
distribution of the wavelength of maximum radiation and the approximate population
of stars of different spectral types. Radiation from a particular class is, of course,
not confined within the narrow bands shown. The bands only serve to roughly indi-
cate the regions within which the peak radiation of that class may fall. It is seen
that the S-20 response would exclude the class 0 and B3 stars that would be included
in the photographic response. On the other hand, the S-20 response would Include
most of the class K and a few of the class M stars that would not be included in the
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! photographic response. At the galactic equator it would appear that Stars lost at

the blue ea of the spectrum wooe d not be compensated by the extra stars seen at
the red end. The photographic densities would therefore be likely to be higher than
the densities seen by the image orthicon at the equator. At the iale ait
fwould seem that the two densities might be about equal. In the absence then of

ete data. e t he table data in image orthieon applications is probably

M- hastbe n iateaoe opouetbe I3 al I3peet the sam

t ostified as being within the range of experamental error. Visual data would proba-ly be less accurate.

The star distributions used in teis calculation are from International CriticalTale, Vol. HI (McGraw Hill). Three distributions were u e. These distributions
are tabulated in table AI-1. The density at the galacti.- pole represents a minimum
distribution, and that at the equator reavats a maximum distribution. The 00 to
W0 average is similar to the density between 20 and 25 degrees latitade. This rep-

e nts a working averad.

Using these star distributions, values of 1, were computed for threshold magni-
%do intervals of one magnitude. These values are tabulated in table AI-2. The
fractional value of the argument of table AI-2 reaults from the arrangement df the
original data. To convert the table to integral values of threshold magnitude, table
AI-2 has been interpolated to produce table AI-3. Table AI-3 presents the same
Iftormation as table AI-2 except in Integral values of M~t.

SIn order to faeilllft So 444f o ulation, ftl following partial probabill-

*ajo are0 defined:

F1 =b H1

F2 2 ab H2 (2i-)
i ~F3 (i a2 US

f



Thus: Q(B) = FI +F2 F3 (2-14)

Charts have been prepared for each of these three star distributions so that equa-
tions (1-13) may be solved by entering with the values of threshold magnitude, mini-
mum image size, image growth rate, and the product of image size and growth rate.
These charts are shown in figures AI-3 through Al-11.

The use of these charts may be illustrated through an example. An image or-
thicon detector has a field of view of 3 degrees with a 1200 line resolution. The
op.rating conditions are adjusted to produce a 2 line image with a threshold source.

It is required to find the non-occultation probability P(B) as a function of thresh-
old magnitude for image growth rates of 0, 1.0, and 1..5 lines per magnitude, and
for 00 and 900 galactic latitude star densities.

The number of lines are converted to equivalent angular diameters through the
relation:

a = 3600- n = 3600 egrees n = 9n secon s (1-15)
N, 1200 lines

where: t = Field of view in degrees
N1 Number of lines per scan

n = Image size in li
a Image size in seconas of arc

Thus: a = 2 lines = 18 secon• s of arc

and: Growth Rate b ab
lines/mag. (d'•/mag) (9 2 /mag) (fe/mag 1/2)

0 0 0 0
1.0 9 162 12.7
1.5 13.5 243 15.6

It is seen from equation (1-13) that whenb =_0, then El = Z2 = 0. Thus only
9 3 need be found. For 00 latitude, enter Figure I-5 with .11 l set.5is and find
13 " 0. 0072 for a threshold magnitude of 9. Then:

Q(B) = 0. 0072 perccnt for 00 latitude, At 9, and b = 0

For.,o latitude and h = j.0, enter Figure AI-3 with 1 ._2 see. /mag. and find
-1ff 0. 00245 for a threshold magnitude of 1. Enter Figure 1-4 with ab = 12. 7 an'd

find F2 = 0. 0052. The value F3 = 0. 0072 has already been found above. Now:

Q(B) = 0. 00245 + 0. 0052 + 0. 0072 = 0. 014! p' p,,1ent

Completing the process for both distributions, all image growth rates, and thresh-
old magnitudes from g to U, the results are tabulated In Table AI-4.
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Table AI-I

Number of Stars per Square Digree per Half Magnitude Interval
(Derived from International Critical Tables, Vol II, McGraw Hill)

Magnitude Average Number Average Number Average Number
Interval 00 Galactic Latitude 900 Galactic Latitude 00 to 900 Latitude

4.0 + .0155 .00872 .00457
4.5to 4.0 .0108 .00608 .00303
5.0 4.5 .0184 .0104 .0056
5.5 5.0 .0313 .0175 .0087
6,0 5.5 .053 .0283 .0153
6.5 6.0 .085 .0493 .0245
7.0 6.5 .149 .0796 .0405
7.5 7.0 .241 .1316 .0678
8.0 7.5 .396 .2185 .106
8.5 8.0 .70 .364 .171
9.0 8.5 1.12 .601 .278
9.5 9.0 1.86 .945 .425

10.0 9.5 3.09 1.525 , i7
10.5 10.0 4.83 2.475 1.00
11.0 10.5 8.3 4.03 1.55
11.5 11.0 13.0 6.12 2.25
12.0 11.5 21.1 9.74 3.38
12.5 12.0 36.4 15.4 4.8
13.0 12.5 53.3 24.45 6.6
13.5 13.0 89.8 36.2 9.55
14.0 13.5 137.5 56.4 13 75
14.5 14.0 218 81.2 18.5
15.0 14. 5 324 123.5 24.0
1535 15.0 499 174.5 33.0
16.0 13.5 727 257 42.0
16.5 16,0 U100 382 56.8
17,0 16. 5 1560 523 70.0
17.5 17.0 2290 760 83.0
18.0 17.5 3150 1010 107
18.5 18.0 4240 1330 138
19,0 18.5 6420 1820 160
19.5 19.0 7950 2520 " 179
20.0 19.5 11000 3170 219
20.5 20.0 15150 3920 237
10 20.5 19200 5170 248
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Table AI-3

Tabulation of H1

HE for 00 H1 for 900 H1 for 00 to 900
Magnitude Latitude Latitude Latitude Average

9 0.000031 0.0000087 0.000017
!10 0.000089 0.00002.1 0.000048
11 0.00025 0.000062 0.000131
12 0.00068 0.000156 0.00035
13 0.0018 0.000375 0.00092
14 0.0049 0.00087 0.0023
15 0.0129 0.0019 0.0057
16 0.0322 0.0041 0.0138
17 0.080 0.0082 0,032
18 0.186 0,0160 0.071
19 0,43 0.0295 0.156
20 0.91 0.0495 0.320

Tabulation of H2

H2 for 00 H for 900 H2 for 00 to 900
Magnitude Latitude latitude Latitude Average

9 0.000033 0.0000088 0.00001,72
10 0.000089 0.000023 0.000048
11 0.000245 0.000057 0.00013
12 0. 00067 0.003140 0.00033
13 0.0018 0.000315 0.00085
14 0.0047 0.00070 0.0021
15 0.0119 0.00145 0.0051
16 0.029 0.0029 0.0117
17 0.069 0.0056 0.0265
18 0.155 0.0101 0, 057

0.33 0.0178 0.117
0.029 0.23

Tabulation, if H3

B 10ntude H3 for 00 H3 for 900 113 for 00 to 900
Latitude Latitude Latitude Average

9 0.000022 0,000(055 0.0000119
10 0.000058 0,0000137 0.000031
11 0.000159 0.000033 0.000079
12 0.00042 0,000073 0.00020
13 0.0011 0,000152 0.00049
14 0.0028 0.00032 0.00117
15 0.0068 0,00061 0.00265
16 0.0159 0,00112 0.0058
17 0. 05 0.00197 0:. 0122
18 0.073 0.00323 0.025
19 0.15 0.0052 0.048
20 0.28 0.0078 0.084
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Table A1-4

Image Orthicon Probability of Non-occultation P(B)

Number lines resolution = 1200
Field of view = 3 degrees
Minimum lines per image = 2

00 Galactic Latitude 900 Galactic Latitude
Threshold P(B) P(B) P(B) P(B) P(B) P(B)
Magnitude b = 0 b =1.0 b = 1.5 b = 0 b = 1.0 b = 1.5

9 99. 9928 99. 9851 99. 9794 99. 99823 99. 99608 99 99228
10 99. 9813 99. 9597 99. 9433 99. 9955 99. 9899 99. 9800
11 99. 949 99. 890 99. 844 99. 9893 99. 9754 99. 9507
12 99. 867 99. 705 99. 583 99. 9765 99. 9414 99. 879
13 99.645 99.219 98.875 99.951 99.870 99.726
14 99.10 97.94 97.06 99.898 99.714 99.384
15 97.82 94.95 92.72 99.805 99.423 98.74
16 94.9 87.7 82.1 99.64 98.85 97.43
17 88.8 71.5 57. 9 99.37 97.82 94.96
18 76.3 36.3 5.8 98.97 9C. 05 90.7
19 51.0 - - 98.33 93.13 83.4
20 !0.0 97.5 89.0 73.2

B. APPLICATION TO PHOTOGRAPHIC MASK SEPARATION

In most separation methods, all light sources in the field of view are detected
by an image tube. The output of the image tube is then used in a comparison proc-
ess to reject background stars. The probability of non-occultation is primarily set
by the characteristics of the image tube.

The mask separation technique employs a photographic mask in the optical sys-
tem which blocks or greatly attenuates the star images while allowing the target
images to proceed to an image orthicon unaffected. The result is an image detec-
tion system which is relatively insensitive to stars butwhich has full sensitivity for
the targets of interest. The non-occultation probability in this case would be deter-
mined by the mask characteristics if the mask is constructed properly.

Figure AI-12 shows three representative density-log exposure curves for photo-
graphic material. The curves are characterized by a linear portion whose slope is
represented by y. The lower end of the curve departs from linear and apprdaches
a slope of zero. This is the gross fog level., The upper end of the curve approaches
P constant saturation density, The curves shown have the same gross fog density
and the same saturation density but differ in slope.

The mask is initially exposed to produce image densities commensurate with
the threshold sensitivity. In figure AI-12 the threshold magnitude is set at the ex.-
posure found by the intersection of the linear part of the curve with the gross fog
density. The log exposure in this case would be -0. 5. The relation between the
exposureand the source magnitude is given by

(Mt- m) = 2.5 log E (1-16)
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D = Log-- (E-17)
1

But:
Ent-mi = 2.5 Log •. = 2.5D (1-18)

1

Then:

mi = n-'-2.5D (1-19)

Where: mi = Magnitude at image orthicon
m = Magnitude at mask
D Density of mask image

The image size relation for the image orthicon. from equation (T-1), is

d. = a. + b.(M -i. (1-20)' 1 i Mt i

Substituting equation (1-19) into equation (1-20),

d. = a.n + b ((M - m) - 2.5D) (1-21)

where D = f(m) is derived from a density-log exposure curve such as figure AI-12.
If the density-log exposure curve is assumed linear such that

D = Dt +2)5 (Mt- m) (1-22)

Where: Dt = Threshold density

Mt = Threshold magnitude

y = Slope of density-log exposure curve.

Then when equation (1-22) is substituted into equation (1-21),

-1i = (a.- 2.5 b, Dt) + (1-V) b, (Mt - m) (1-23)

From equation (I-23) it is seen that the slope of the new image growth curve will
be the same as the original curve whenever V = 0 such as at saturation or at the
gross fog level of the mask. When y lies. between 0 and 1 the slope of the new
curve will be between bi and zero. When y is greater than 1 the slope of the new
curve is negative.

It should be remembered that the image orthicon is aujusted to prcduce a mini-
mum image size ai with a signal at the threshold level. Thus image diameters less
than a- really repTesent undetectable images.

Figure AI-13 shows the image size vs. magnitude characteristics of an image
orthicon used with a mask having the density relations of figure AI-12. These
curves were obtained by using equation (1-21) with the actual density curves. The
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with the minimlum image size titne. For the y 2 curve of figure Al-13 it is seen that

this intersection is independent of the setting of the threshold magnitude expo.sure.
This is a consequence of the assumption of a constant saturation density. If "y is
always greater than 1 the image size curve is always negative and never intersects
the minimum image size line (provided it starts at less than tile mimimum image
size). When a saturation limit exists where the density reaches a constant maxi-
nmnum, then from equation (1-23) the slope of the image size curve will be b., the
same as it would have been without the mask. The image size curve in this region
can be written as

d =(ai- 2.5bD)+b, (Mt- m) (1-24)

The point where this curve intersects the minimum image size line d = a. is found
by setting the image size equal to the minimum.

ai = (ai-2.5 b.lD)+b (M t--m)

Or*

(Mt - m) = 2.5 D (1-25)

The point at which star images are detectable is thus dependent on the satura-
tion density. For a range of 15 magnitudes, for example, a saturation density of at
least 6 would be required to prevent star images from appearing.

The discussion has brought out some of the relations necessary for insuring
that the non-occultation probability would be set by the mask rather than by the
image orthicon. The mask characteristics, being usually better than the image
o-rthicon, would allow higher probabilities to be achieved. The principal improve-
ment would result from the lower minimum image size obtainable with the mask.
Neglecting for the moment alignment errors and systematic atmospheric effects,
the minimum image size attainable with a photographic mask would probably)e
limited by atmospheric seeing conditions to something like one to three seconds of
arc. The minimum image size of the image orthicon is limited by the scanning
line density. At least one line Is required for a detectable image and two lines are
usually used. Since the total number of scanning lines is independent of the field of
view, the angular size of the image will be a function of the field of view. The re-
lations of equation (1-15) would apply.

a 3600 n seconds of arc (1-26)

where 4 = Field of view in degrees
N = Number of scanning lines over the field of view
n = Image size in lines

Thus for a typical field of view of 3 degrees with 1200 scanning lines, the minimum
image size would be about 18 se~c'o'ns for a 2 line image. This is about 6 times
greater than that obtained with a mask. Other considerations, however, will tend
to narrow this difference.
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APPENDIX il. BI-STATIC SPACE SURVEILLANCE SYSTEM

CALCULATIONS

A. PARALLAX CALCULATIONS

In this section the equations defining the maximum and minimum parallax of a
body in space relative to two separated sites on earth are derived.

The geometry of the problem is illustrated in figure All-1. The two sites are
located at points 1 and 2 and the target is at point 3.. The elevation angle of the
target at the first site is E 1 and A1 is the azimuth of the target at the first sites
measured counterclockwise from the great circle joining the sites. The altitude of
the target is denoted by h and the great circle distance between sites by D. The
parallax is deno ed by ¢.

The spherical triangle ABC in figure AII-1 is defined on the unit sphere with the
target at its center and its vertices correspond to the points where the vertical and
the two lines of sight from the two sites to the target penetrate the sphere. Apply-
ing the law of cosines to this triangle,

cosb = cos alCos a2 + sin csin a 2 cos A (II-!)

where ol is the angle between vertical and the line of sight from. site 1 to the target,
measured at the target; a2 is the angle between the vertical and the line of sight
from site 2 to the target, measured at the target; and A is the azimuthal angle be-
tween the sites, as measured at the target.

Applying the law of sines to the triangie 103, the following expression for CV1
is obtained.

r

sin oa1  0 cos F1 (II-2)

The law of cosines applied to the spherical triangle 124. results in the following
equation

CoDo 9 Cs- + sin flsillD (H-3)cos /3 2 cosj 3 i cos- D"7 cs
2 1 r + l~ r cos A 113o o 1

The angle / is related to E1 and at1 by
iT

l = 2I - ;'1- 01 (11-4)1 2 -'1 - 1

Substituting for in equation (I1-3) it reduces to

cos os Dco sin (E 1 + a1 ) + sinl -a cos (E1 + a,) cos A, (11-5)
0 0
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Figure All-i, Bistatic System Geometry

The law of sines applied to triangle 203 results in the following
r

sin a 2 = = sin (a 2 + 132) (11-6)

Expanding this equation and -solving for a 2 the following results,
sin (3,)

tan a 2 = o+h-7)

COS
0
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Applying the law of cosines to the spherical triangle 124,

CosD = cos f2cost3 +sin 3 2 sinO3 cosA (II-8)2o 1 2 1

3ubstitutin- from equation (11-4) and solving for cos A.

cosD - sin (E] + al ) cos /32
Cos A = (I-9

cos (E 1 + a 1 ) sin 9 2

Equations (II-1), (11-2), (II-5), (11-7), and (11-9) define the parallax in terms of E1 .
1*,h, D. and A1

The maximum and minimum parallax which a body at an altitude. h. will have
relative to two separated sites on earth may be determined by calculating the ex-
tremal values of , from the above equations. Because of the complex nature of
these equations, however, this procedure is not practical and it was necessary to
actually calculate the parallax over the whole range of ele,,ations, E1 . and azimuths.
Al, and determine the extremal values by induction. A typical result is shown in
figure AII-2 where the calculated parallax is plotted as a function of the azimuth for
several elevation angles, and for one height and one site separation.

From the calculations performed the following conclusions were obtained:

1. The parallax of a body at a given altituue, h, and elevation angle E1 is
minimum when the azimuth of the body is zero.

2. The parallax of a body at an altitude, h, and el--vation. E1 is maximum
when the azimuth of the body is very nearly 77/2 (or 371/2). Although. the
maximum occurs at an angle slightly less than 7T/2 the ctscrepancy may
be neglected in the present application.

3. The parallax of a body at a given altitude and azimuth varies directly with
elevation, being maximum at its maximum elevation.

4. The parallax varies directly with site separation and inversely with alti-
tude, all other parameters remaining the same.

The parametric curves presented in the chapter on the bi-static system describ-
ing the maximum parallax as a function of the site separation, altitude, and eleva-
tion angle of the body may be obtained from (11-1), (11-2), (11-5), (31-7), and (11-9)
by setting the azimuth cqual to 77/2. Likewise the curves describing iie minimum
parallax may be obtained from these same equations by setting the azimuth equal
to zero.

B. FIELD OF VIEW REDUCTION

In figure AII-3 the solid circle represents the field of view of one of the sites,
with a diameter of 0 degrees. Assume that the other site is located such that in
the field of view of the second site the target will be displaced to the left by an
amount equal to the parallax, 0. In order for the target to be in the field of view of
both sites it must not be within an angle 0 of the left boundary of the field of view of
the first site. It must, therefore, appear to the right of the broken lii e in figure AII-3.
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Figure AII-2. Calculated Parallax Variation with Azimuth and Elevation

The shaded region in this figure is that portion of the field of view of the first site
which the target may be within and still be within the field of view of the other site. As
indicated, this region is equal to the intersection of two circular beams of width 6
displaced from each other a distance 0, equal to the parallax. The ratio of the solid
angle encompassed by the shaded portion of the beam to the total solid angle of the
beam is equal to the ratio of the cross-sectional area of the intersection of the two
beams to the total area of one of the beams. The problem, therefore, reduces to
that of calculating the area of intersection of two equal circles displaced from each
other by an angle 0.

In tigure AII-4 the coordinate geometry assumed in the calculation is shown.
The area of the shaded portion of the intersection of te semi-circles is given by
the integral,

A 2f- y 6 j 2 (11-14)f - (x (II-14
0 0
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Performing the integration, equation (II-14) redluces to -

AII-3 and therefore, the area of this total shaded region is:
A, - e 2- i - (i1-16)

The area of entire circle representing the single site field of view is

As 4 (11-17)
s 4

Therefore, the ratio of the intersection area to the total area of the field of view is

=i 1  - 2 2 sin -1 0(I-18)

s 0

The ratio of the solid angle coverage of the bi-static system, when it is re-
quired that the target simultaneously appear in the field of view at both sites, to
the single site solid angle coverage is given by equation (11-18).
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APPENDIX III. SINGLE SITE M.TI. SYSTEM CALCULATIONS

A. SITE DISPLACEMENT DUE TO EARTH RO'.TATION

The amount a site on the earth will be displaced with time due to earth rotation
will he a function only of the site latitude. The site will move along a constant lati-
tude circle at a constant rate. In figure A1l1-1 t,'o successive positions of the site
are shown separated by a polar angle of 0 degrees. The equivalent great circle dis-
tance between the site positions is denoted by D and the site latitude is denoted by X.

I

N

SPHERE COINCIDENT

CIRCLE OF WITH EARTH'S SURFACE ICONSTANT Z •,

fD SUCCESSIVE POSITIONS

GREAT C!r'-CLE',

09 =POLAR ANGLE OF ROTATION

X"LATITUDE OF SITE

Figure A111I-1. Site IDisplacem:•nt Geometry
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Applying the law of cosines to the spherical triangle IN2 in figure AIII-1. the
following relation is obtained

D 2 x 2c o s m = s in X , c o~ 4os C O S A C O S1
r

0

The angle ,3 may be related to the time lapse by the simple equation.

S= 15t (111-2)

where 13 is in degrees and t is in hours. This follows from the fact that thc. )-'th
rotates 150 per hour.

Substituting (111-2) into (III-1),
D .2 2

cos -D - sin X + cos X cos (15t)° (111-3)
r

0

If the time is expressed in minutes, equation (111-3) becomes

D 2 2 1 0t
cos -=sin X + COS • cO(-)

r04

B. SATELLITE DISPLACEMENT DUE TO ORBITAL MORION

The general equation describing the orbit of a body in the vicinity of the earth is
2

Sg r0
r = Tr2 W)2 (1 +ecos 6) (111-5)

where r is the distance between t._ center of the earth and the body, ro is the radius
of the earth, w i.. the angular velocity of the body relative to the center of the earth,
g is the acceleration due gravity at the earth's surface (32. 2 fW/sec 2 ), e is the eccen-
tricity, and 6 is the angular displacement of the body from the perigee position.

Solving equation (111-5) for the angular velocity, the following equation is ob-
tained,

W g r° ow9 =t- 3 (1+ e cos 6) (III-6)

r

At perigee, 6 = 0, and (111-6) gives for the angular velocity at perigee,

2
gp 3 0 1 + e) 

(111-7)
p r3

p

whert rp is the distance from the center of the earth to the body at perigee. Expres-
sing, rp Jn units of ro by

rp = nr
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Equation (111-7) reduces to

p r 0 13

In figure AIII-2 the angular velocity relati%,e to the center of the earth is plotted
as a function of the parameter n for eccentricities of 0 and 1. The zero eccentricity
corresponds to the case of a circular orbit while the e -- 1 case corresponds to a
parabolic orbit.

At apcgee. 5 77 . and equation (111-6) reduces to

JA * (_. - -e) (III-10)A r 0 N3ro N3

where N is given by

IN rA (III-11
r

0

where rA is the distance from the center of the earth to the body at apogee.

In figure AIII-3 the angular velocity at apogee relative to the (,enter of the eart:h
is plotted as a function of the parameter N for eccentricities of 0 and 0. 8.

Figures AIII-2 and AIII-3 provide an estimate of the angular velocity if a sate]-
lite relative to the center of the earth as a function of the altitude and the eccentri-
city. The angu]ar velocity relative to an observer on a stationary earth will differ
from that relative to the center of the earth and the correction factor must be calcu-
lated.

For the purposes of this analysis it is sufficient to determine the maximum and
minimum angular velocity whlih a satellite at an altitude, h, will be observed to
have from a site on earth, It :s assumed that the maximum angular velocity will
correspond to the perigee angular velocity of a body in a darnbolic orbit (eccentri-
city = 1. 0). Although this ,ngular velocity may be higher than that which woula be
observed for earth launched satellites it does represen. an uppe~r limit and, as
figure AIII-3 indicates, this assumption is realistic since the perigee angular velo-
city is not very sensitive to eccentricity variation.

Consider the geometry in figure AIII-4 in wbh, h a target at an altitude, h, is
observed from a site on earth at an elevation angie E. The orbital velocity is de-
noted by the vector v . Since the body is assumed to te at perigee the orbital velo-
city, v is perpendicular to the vector, r0, from the center of the earth to the target.

The maximum angular velocity relative to the site on earth will occur when the
vector •'is perpendicular to the plane of rj and i_ and will be given by:

W(ax Wpr 2  (111-12)
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Figure AIII-4. Earth - Satellite Geometry

where wp is the angular velocity of the body relative to the center of the earth and

is given by the e -1 curve of figure AIII-2. The vector -2 is the vector from the

site on earth to the target, as indicated in figure AIII-4.

Applying the law of sitles to the triangle SOT in figure AIII-4,

sin (E,+ 7T/21 sin 1w/2 - E - Y)(I-13)
(r1) (r2)
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or

S=Cos (E + y)

where y is the angle between the r-1 and P- vectors.

Substituting equation (11I-14) into (111-12),

W cos E
Wrmax =cos(E+y) (I(-1E-

The angle y may be evaluated by applying the law of sines to triangle in figure
AIII-4. Thus

r
sin•' Y h cos E (111-16)

Equations (111-15) and (111-16) and figure AIII-2 define the nlaximum angular
velocity which a body at an altitude h and at an elevation E will be observed to have
relative to the site on a stationary earth.

The minimum angular velocity which a body at an altitude h wili be observed
to have relative to a site on a stationa~y earth will be assumed to correspond to the
apogee angular velocity of a body in an orbit with an eccentricity of 0. S. In this
case the velocity vector, v, in figure AIII-4 is again perpendicular to the vector rj.

The minimum angular velocity relative to the site on earth will occur when the
vector 'is in the plane defined by two vectors, rf, and r2, and will be given by

Mir. A Ir '21[Wmin = WA cos y (III-17)

where WA is the angular velocity of the body relative to the center of the earth and
is given by the e = 0. 8 curve of figure AIII-3.

Substituting from equation (111-14) into (111-17) the following equation is obtained,

WA cos E cos y

cos (E + y)

Equations (111-18), and (111-16) in conjunction with the e = 0. 8 curve in figure
AIII-3 define the minimum angular velocity which a body at an altitude h and at an
elevation E relative to an observer on earth may be expected to have relative to
the observer.
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APPENDIX IV. SMOOTHING FOR BEST ESTIMATES

For tracking periods which are small with respect to the target's, period, azi-
muth and elevation may be represented by the following independent quadratics.

A (t- t0 )2

Ai = A 0 (ti -t)+ (IV-i)

2

E. = E +0 - t)+ E0 (t0it0)2 (IV.-2)1 0 01 0t o

2

(Subscript "o" denotes reference time)

The problem is to obtain the best estimates of the angular quantities at the reference
time by fitting the above polynomials to the optical data. In the following analysis
the estimate of a true quantity will be referred to as an estimator and denoted with
a "hat" (A).

A
i. e. Estimate of the true value of A = Ao 0

Estimate of the true value of E = E
o 0

Since the measurements are subject to errors (both random and systematic), the
estimators will also be in error. The maximum likelihood criterion, which reducps
to the weighted least squares criterion when measurement types are independent,
specifies the estimators such that the mean square values of the errors on the esti-
mators are smaller than the mean-square value of tile errors on any other unbiased
estimate, The following assumptions apply to the analysis which follows.

Assumptions:

(1) The quantities A A, AO Ao, Eo, E0 , and Eo will be considered func-
tionally independent. If tile actual physical constraints are introduced
into the analysis, the mathematics becomes very difficult and involves
the solution of 12 simultaneous equations.

(2) The reference time, to, will be taken as zero.

(3) Successive observations will be separated by equal time increments.

(4) An equal number of observations will be made before and after tile

reference time.

AIV-1



(5) The errors on azimuth measurements are independent of the errors

on elevation measurements.

(6) The statistics are stationary or independent of time.

Assumptions (2), (3) and (4) were introduced to reduce the computational complex-
ity involved in the smoothing technique. This will become obvious in the analysis.

Since azimuth and elevation measurements are statistically independent, the
estimators which minimize the sum of the squared values of the errors between
the polynomials and the measurements are the "best" estimators in the least squares:
or maximum likelihood sense. In equation form, the following expression must be
minimized.

A2•i=M Ai)2 A 2i
(A. - A. (E.I - Ei

S= , (Ai2 +E (IV-3)
i =-M •A oraE

where:

A A A nl 2
A.=A +A t + Ao t./21 0 01I 0 1

A A A ^• 2
E =E +E t i+E t /2

2
(aA = Variance of the aximuth measurements

2
(rE = Variance of the elevation measurements

t =00

N = 2M + 1 = Total number of observations

AE Opticalme measurements

To minimize S, it is necessary to choose the estimators so that the total derivative
of S equals zero.

dS--=O---sd•, +-÷ aSd • )• d• As ,as o A o o A

0 A 0 8A A +-7 0&A aE BE 00 0 0 0 0

A (IV-4)
8S dE = 0
77 0

OE
0
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A A A A 'C"
since Ao, Ao, Ao, Eo, E0 , and Eo are considered to be functionally independent,
equation (IV-4) is satisfied only when:

as as _as as as as (V-5- A -- -=-=-'-•-=---x- =-•-=o (Iv-5)
a A A aE aE 8E

O 0 0 0 0 0

Using equation (IV-3) and carrying out the necessary partial differentiation yields:

M ^'A I2
as _, (AS - , -t (IV-6)

0•o i=--'M 2 (A

as -t.
as =(- - t o 0 (IV-7)

M 'N 2

as ti' tM 2 2 (IV-8)

O2 _ A 0A

aS2 (E.- E 0 E t. oi)( 1 =0 (IV-9)
8 i=-M 0

M 'N 2
s2 A A ti Eti t.i

° 2--M -E o = 0 (IV-9)
= (-

0 o )ti2

as Ao iti t•- 2 o =(

as _i• M 2(.1 - Eo-• ti -- - i p-11)
8 E° 0o. E 2

The following equations are obtained by dividing the -2/aA2 term out of the ahlove
equations since it is not involved in the summation.

as = A t 0 (V-12)

8•S=__) Ai-A-A- t - (IV-12)

Si= -M o o 2

0
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M At
s -- i -2o t. 0 tav-14)

i=M
0

The corresponding equations for elevation are identical to those shown above with
E's replacing A's. Expanding and rearranging terms in equations (IV-12), (IV-13),
and (IV-14) yields:

A

Ait. = 0 t. (IV-16)

2 AA
Ait2= o ti. + o t. 3+ 7% 3t (IV-17)

1i o 0 0 -- i 2

i M

where is used to represent -

i =-M

If it is assumed that an equal number of observations are made before and Ifter

to ý 0 and that the observations are equally spaced in time, the following equations
cn be written.

i=M

-J o0 0i = -M

where N = 2M+1 (IV-18)

,N = Total no. of observations

i=M

Z t = 0 (IV-19)
i= M

i=M M M 2

Z t- 2 = i (iAt)2 = 2At 2 Z i
i M i =-M i = 0

M

Sti 2 =2 (At)2 [M (M + 1) (2M + 1)] (IV-20)
i= -M 6

M

t = 0 (IV-21)
i=-M

AIV -4



M M M"I .4 (iAt)4 = 2 ( At )4

i =-M i =-M i -'0

2 2(At) [L 30 (IV22)

where At = time lapse between observ.

The advantage of assumptions (2) and (3) now becomes apparent, they make it pos-
sible to replace summations with closed expressions. In order to make the writing
less burdensome, immediate use will not be made of all the equations (IV-18)
through (IV-22). Substitution of equations (IV-18), (IVT-19), and (IV-21) into equa-
tions (IV-15), (IV-16), (IV-17) yields:

A A
LA. = NA +- o t.2 (IV-23)1 2 '4-J I

ZA. t.=k t. 2  (IV-24)

t2 A o tti+A2 4
vA. t.2  A (Av-25)

-J11 o- 1 2 -'1

where Y7 has been used to represent
-M)

AThe expression for A can be obtained from equation (IV-24).

F o /'jtonI -3 Ait

0 (IV-26)

The expressions for Ao and Ao can be obtained by solving equations (IV.23) and
(IV-25) simultaneously.

From equation IV-23, ,

A0 = A- 1(IV-2 7)

N

Substitution of equation (IV-27) into (IV-25) yields:

t 2 Y'i.- 2 )2
t, A..J - )) 'k

A £ .SAt ti= +2 't
ii -N 2 -J

AIV-5



A t2 t4 (t 2)21 + Aý Z
- i 2 N N

At A Ji -Jti

.o = i N (IV-28)
2 

7ti4 
(4 ti 2) 2

N

The explicit expression for Ao can now be obtained from equations (IV-27) and
(IV-28).

VA 7 t.22 i t2 i2

A A.. _ N (IV-29)
o N N

7ti4 - N

The mean values or expected values of the estimators will now be calculated in
order to determine if the estimators are unbiased or not. An estimat'r is un-
biased if its expected values (mean) is equal t9, the true value of the quantity being
estimated. By definition then, the estimator X is unbiased if

E = -

-00

The expected value of a quantity which is not subject to -crrorL is that quantity it-
self since an unerrored quantity is treated as a constanc w'hen using the expecta-
tion operator.A For example the expected value of Ao is Ao since A, is treated as
a conrsant. (Ao is the estimate of the true value Ao).

The expected value of Ao can be calculated by using eauatlon (IV-26)

E rA]= E i I (IV-31)

Zt 1
2

Since time is considered as unerrored, it can be treated as a constant.

E A (IV-32)
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After setting to - 0 in equation (IV-1) it is possible to write

X 2

L~jJ L~o+ A t.+-

=A + A --- t. (IV--33)o o i 2 i

since all the terms in the brackets are true or unerrored quantities. Substitution
of equation (I%-33) into (IV-32) yields

A+ V t.2 + A0•

E[] A A -- 3o .i)
Po\' 2

E A° = \•t.2

E rXA = o(V-35)

A
Therefore Ao is unbiased. The same procedure will now be used to determine the
expected values of Ao and A0 . L

* 1 -- i

E - 2 = E - 1 1 . N

2 t.4 _ -ti2)
N

7 E [Ai] t.2

St 2  E [A ] - -I E --N-•i A]-i N

t '2 2
.i ). (IV-36)

-I N

• 2 [.+ Ao ti + 0ti2 [A, Aot+

' 2 o 0 2 1 N

t (IV--37)
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Expanding and dropping odd power terms,

S•Ao•,t2_ o• ( t2)

A t.+.2 ' 4 _ EA. Lt.2 -- ( 2)2o + 2 1 -N

t ti4-( i (IV-3U

N

Since 7'A =AN,

0 ti4 

(IV-39)

By using equation (IV-27), the expected value of Ao can be found.

EN[] = E (IV-40j

N
N (IV-41)

Expansion of equation (IV-41') yields

0 2
A NA +-T ti 2-- 7- t.2•o N

E [ ] = Ao

It has now been shown that each of the estimators (A 0, Ao, A0) is unbiased.

The next step is to determine the expressions for the variances of the estima
tors. The following statistical definitions will be used in the analysis. If X is th
true or errorless value of X and AX is the error then

X = X+AX (IV-43)
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If the error is random its expected value is zero and

E [X] = R (IV-44)

.X: E [x] + AX (IV-45)

or AX X - E [X] (IV-46)

The variance of X is defined as the expected squared value of the error AX.

S2=E AX)= E (X - E ý ) 2j(IV-47)

The following relationships will also prove to be very useful throughout the
analysis.

X. F Y X.Y. + 2X.Y. (IV-48)Lj i i I -j
/j

/ \2 2
X x. = x+ Z X. X. (IV-49)

i /j

Using the previous relationships,

cM 2 A - ) A
OA 0 A A (IV-50)

o

Substitution of equations (IV-26) and (IV-32) into (IV-50) yields:

AW-

A. t. E A

7T t=A E 1 A]
2 [(u I

= E .
1)

AR-



Making use of the relationship. Indicated by equation (IV-49),

2 I T

L E[ (1t 2) 2

t2 t 2 E AA.2] + t t E [A A AA2 = i "1- L 1 J (IV-52)

(t t2)2
Since it is assumed that there is nc autocorrelation or cross--correlation between
angular errors at different times and that the statistics are stationary, the follow-
ing equations are pertinent.

E [(AA)2] = orA 2 = OA2 = Variance of A (IV-53)
1

E [(A Ai ) (A A.)] = 0 = Autocorrelation of A QV-54)

Substitution of equations (IV-53) and (IV-54) into aIV-52) yields

(TA2 t t2
2 aA2

•A2

FA2  2 A (IV-55)

The variance on Ao is defined by

2 = E - 2 QV-56)

Substituting equations (IV-28) and (IV-36) into equation (IV-56) yields

2 2 A t 2 A t 2  2 t 2 E[Ai]- 2YE[Ai]
o •i4 ,Li22 4 •ti2)2

NE [ ti N
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=EI N 1 -j i-
II t12)2

(t t2)2

L N

2 t 2 aA2 2 V .
2 ,ý V 'AA V "t,2  V, Vti2

=4E -9 t

(t. (IV-57)

The expected value of the numerator will be calculated term by term

E [ .2 A A)]=E - ti4A i + ]A A AA. t.'

= A2 4 
(IV-53)

L9 t, AA, A . ti2] 2 ti2 [\E t.2 AA. AA

AA AA t 1 -N Z A L

(IV-59)

Making use of the relationship indicated in equation (IV-48), equatior, (IV-59) can be

written as:

2N •t i2 E t 2 AA'
2 + + t t' 2 AA'AA.]

2 t 2 A2

t_( tA2) ti2 2 22 ti2)N Ai A A, ýj = - A (IV-60)

- i2 E (AA 12 + AAiAA]

N E2+
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(FZt2) 2 2 07( t.2) 2 ,,A2N

N 2  L-•A N 2

E AA =2) A (IV-61)i N

Substitution of equations (IV-58), (IV-60) and (IV-61) into equation (IV-57) yields:

222 N

(i4 2) 2]ý

2 ____________N

= 2(IV-62)

-' 11_______

N

The variance on A0 is defined by the equation

=r E[( E A~ (IV-63)

Substitution of equations (IV-27) and (IV-41) into the above equation yields:

A 2 2 E [A, E o] _ .2

o N N

N2 L .i 2 2i2

N- E A A - 0} i AAi 2 i

(IV-64)
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The expected value of the numerator will be calculated term by term,

E A A)] E A A.2 +- ',, AA
S i /j

i/i
2

= Nu A where N = 2M + 1 (IV-65)

By using equations (IV-28), (IV-36), and (IV-39) the following relationship can be
written

-~ VA 7t 2

I A t2 _. 1' i -

i NE[{~-N tY A2j [2A~ 9 )

t E [ AAi . -.

1N N

t. 4 (7Zit i ) 2  N __j 2  EAj I]

N

t.E VJAAt.-Y'AZ 1  AA= _1(IV-66)

-Zti2) 
2

.1 N

Making use of the relationships pointed out in equations (IV-48) and (IV-49):

E[ ( X)Z t12 i, A A]

2 2t 1E 2 22 2 Z&AA t + FZAA it. A Aj- -N(AA2 ZZjAA iAA.

t 4 (Z t. 2 )

-½ N

2 or2 2 Z 2V

4 ti 2

ti N



1(A 2 ti 2 E2 2
E~ 2 - 0 ~ 2 0=EiP t~ (IV-67)

I 1. 2 t 2) (I V-68)
0

Substitution of equations (IV-65), IV-67), and (IV-68) into equation (IV-64) yields:
U/ [-~N 1 2 tl2 2

[ 4-0+O±-L~ (rX V) (IV-G9)
o N2 0

Using equation (IV-62)

crý N - + orA A+2

2 2 i

S N

or2 tN .4 ti2 1 + or 2 ti2 2 2V 4
r 21 N\

2- NN Vt2

N 2  t A t J N "

2 =A (IV-70)

0 N- (E t'2)
V 41

i'he last ;tep in thim portion of the analysi Is to determine the covariances betwe•

the evirtiatori.
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The covariance between A and A is defined bv the following equation0 0

(yA Ak 25 r1
A = E [(o- E jA0- E AO (IV-71)

00Using equations (IV-28), (IV-363), (IV-26) and (IV-32) the following equation cain be

written

00 2 A i -AAAA t 2A Aiti2i

4 N 
(IN-72)

2E AAA.2t.+ AA t. AAA. + AA.AA1E F7 A iti j j N 1 i ii -__i_____

i: t.2 - (ti~2

2 ) 02 A 2 t. 4• _ 2-,

Si N-- A i== 0 (1 V- 73)

t t 2  
'- )

The co ariance between A an ,' is defined by the following e'qmtion

Ar A (t?/' I tA'
= E L - E -.- (IV-74)

Substitution of equations (IV-26), (IV-32), dV-27) and (IV-41) into equation
(1V-74) yields equation (IV-75).

AAA AA -___ t. '
"A = E "Ji 2 i(IV-75)

E [ A Ait) AA- i2) AAit)
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2

00 2 E7jA 1 -+ S.1
N t

t.2

12 E L _ AAi ti (IV-76

Since A A0 is defined as Ao - E J AoI it can be seen that the second bracketed
equation (IV-76) has already been proven equal to zero. See equations (IV-71)
through (IV-73)

A 
2  1 2

A A =0 (IV-77
AA

Similarly the covariance between A and A can be determined
0 0

OTA ^ 2  \I

=E Lo- E )Ao- EA(IV-7T

Substitution of equations (IV-27) and (IV-41) into equation (IV-78) yields:

.A.

A 0 = E N -,

N [E A A Ai- (A )2 2

1 2O AA0 1) 2 A.2

_ ~~7 N AJ 2N2Ji
0

A["o
Since AAo is defined as Ao - E1 A , the following equation can be written, usi
equations (IV-36) and (IV-28)

2 At2 NA. t.1

EFAA 'AAl Elf ZAit Z-A1  t\YAA'

Lo i 2) 4(t 2,~

SN4 
_N -J N



The relationships shown in equations (IV-48) and (IV-49) are again useful

E A0 __' =

2 AA 2 t. 2 + 2 AA.t 2  
- AA.22 2 - -N 2  t. 2 77 AA.AA 1

E AAjNij 1i i-' 1T A -it N-i-- ii

2

2A2 ,t.2 2 N0"A Pt 2

N - i

-j 1 N

E o -A i=o(V-0

Equation (IV-79) can now be written as

2r "or' 2 2t2 r

2 Gr Vt -t.

A = o (IV-N1)
0 0 2N

Combining equations (IV-62) and (IV-8.L) yields:

2

0 .A 2N,-' ,-¶4 Vt 2 ) 2

7o 4 _t. \ i ,'

i 1 N

2 2 a#\ 2

or A 2t. 4 orti2 A

N

All of the useful results will be repeated below and simplified using the closed
expressions given by equations (IV-18) through (IV-22). In the following expres-
sions,

M

S M (M+I) (2M+1) I V 2 (IV-83)6 -
i=0
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M

F M + 1) (2M + 1), 3M + M, = Y' 14 (IV-84)
30 1 =0

M N- I where N = Total number of observations
2

2

or ý 2 - 4cr A

t2 4 A
aA M 2o •' t.'4 - /N

i=0-0
2 o 9__ _ _ _ _ _ _ _ _ or 

2 A
A -

0 All 2 M iM 2 2'

2 Y'i - 4 &t(' ) /N 1~[ - -/

2 2

2 A 2 orA (IV-86)
At 2 22 ,2

t.=

i M t0 i=i

i=-M )=0

2 2A

2

2 A (IV-87)

0o 2 2i 2

IN- (11

M

1=0

A 2 (IV-88)
A A 0

00

a^AA 2.^2(IV-89)
AT- 0 0

S~ AIV-18



MM22 2
2 M2 t.2 2 or 2 At 1

-N A.-J 1 N i•0
AA A
00 M t ( ) t2 4) M 4At4( i2

M 2
m2

-2o A2 7 i
A•A i=o

2 M (M2 i 2 )2

N At2  i- 2 At 1)
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APPENDIX V. EQUATIONS FOR A A AND A A

During the error simulation procedure, it is desirable to take two random num-
bers from the random number generator (ZI and Z2 ) and produce two gaussian vari-
ables X1 and X2 which have the following statistical characteristics.

E [X 11 = E [X 21 = 0 Zero means (V-i)

E [(X 1 )2 ] = 1 X12 (V-2)

E [(X 2 )] =0-X2
2

E [(XI)(X2)] = o'X X22 (V-4)

The random number generator produces independent numbers from a zero mean,
unity variance, gaussian distribution.

i.e.I

E [Z 1 ] = E [Z 2 l - 0 (V-5)

E f(Z 1 )2 ] - E 1(Z 2 )2 1 = I (V-6)

E [ (Z,)(Z2 ) = 0 (V-7)

It is easier to solve this problem by using a little reverse thinking. Assume the X
variables are known and the uncorrelated unity variance Z variables are desired.
The following linear transformation proves to be convenient.

Let:

Y1 X 1 cos 0 + X2 sin 0 (V-8)

Y2 -Xi sin O + X2 cos 0 (V-9)

where 0 is a constant to be defined

Since X1 and X2 have zero means, Y1 and Y2 also have zero means. The variances
on Y1 and Y2 will now be calculated

Cy12 = E [(Y 1 )2 ] E [X 1
2 cos 2 0 +2X 1 X2 sin 0cos 0+X2 2 sin 2 0] (V-1.0)

Since 0 Is a constant, equation (V-10) reduces to

2 2 2os2 + 2UýX 2 si ao 2 sin2 0 -1
-y+ sin 0 cos 0 + 2(V-1)

Oy 2
2  E [(Y 2 )21 E [X 1

2 sin2 0 2XIX 2 sin 0 cos 0 + X 2 cos' ]

AV-1



ay22 = X 202 2sin
2 6 - 2XiX2 sinnO cosO + Nx2 2 cos 2 0 (V-12)

The covariance between Y, and Y2 is defined by the following equation

aTy 1 y,2, E [ (Y 1 )(Y2)) [(X 1 cos0 + X2 sin 0)(-X 1 sin0+ X2 cos0)J (V-13)

Expansion of equation (V-13) and treatment of 0 as a constant yields

Y iY2 2 -ax3 - 2 sinG cos0 + XX2 2 (cos20 - sin20) + NX2
2 sin0 cos0

- sin0 cos0 (ax22- Uxi2) +aX X2 (cos 2 0 - sin2 0) (V-14)

The following trigonometric identities will simplify equation (V-14)

sin 20 sin0 cos0 (V-15)
2

cos 20 cos 2 0 - sin2 0 (V-16)

aY1Y22 - sin 20 (ax 2
2 2 _x12) 2 2cos20 (V-17)

2 --I +g(X1X2 o20V-7

99
By setting Cry1Y2 2 equal to zero, fhe desirable value for 0 can be determined

sin 2 0 2 aXIX 22 (V-18)
cos 20 tan20 - 2 2 axT-

0 1/2 tan~- [2rX X2 ]2 (V_ 19)0~2_ -Cx2 9

When 0 takes on the value shown in equation (V-19), the Y quantities are not correla-
ted (Oy Y 2 - 0). The followlng equations define Z variables which have unity vari-
ance aem zero covariance.

Z1- YI/19YI (V-20)

72 Y2 /oY 2  (V-21)

It now remains to show that ZI and Z2 have the desired characteristics

Z12 - Z)E I (Z 2J E I(Yj/ay)2] = (1/Uyl) 2 E r (Y1 )2J

0Z 1
2  I (V-22)

TZ2 2 - E [(Z 2 )2 1 E ( (Y 2 /0Y 2 )21 (1/oPy 2 )2 E [ (YI) 21

OZ22 1 (V-23)
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azJz22 •E Z lz)(Z2)= E I(YI/Qy1 )(Y2/Vy2))

Sx/oY 2o 22 E I •(Y2)! - 2/ory 2) 1 YI y 12 y2 (V-S*

0 when 0 - 1/2 tan- 1  20X1X2
2/Ox 1

2 _ X2 2

The original problem has now been solved and it is possible to produce the correlated
gaussian variables X, and X2 from the uacorrelated unity variance variablus Z,
and Z,..

In summary,

(1) Specifications:

E [ixi) 2j aX12

2E I (X2)2 1 - NXX2

E t(X1 )(X2 )J ffl22

(2) Numbers from the random number generator:
Z1

Z.)

tI) Calculate

0 1/2 tan- 1 [2CXIX2
2 /XI2_ - X221

cTyr12  rX c"2 # + *0X Y48 @ o + Or22sin2

V22 Vx12 g2s e. S @x 1S2 .Ia eS + VX2 2 Co.2 o

Y2  Oy 2Z •

x I Y Coog- Y2 sil&

X2 Yl sinO + Y2 0o09

he quantities X1 and X2 have the specified statistical characteristics.
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APPENDIX VII. CLEAR WEATHER FREQUENCY (NIGHTIME) FOR
UPSTATE NEW YORK

PURPOSE: To establish a basis for estimating the percentage of clear nightime
hours useable for electro-optical experiments.

ANALYSIS: The Decennial Census of U. S. Climate - Summary of hourly Observa-
tion for Syracuse and Albany for 1951-1960 issued by the U. S. Weather
Bureau ire used for basic data. In addition the following conditions
are assumed or imposed:

1. That the 0 to . 3 cloud cover represents a relative measure of
"clear" weather.

2. That the "night" hours considered begin following evening twilight
through to beginning of morning twilight (sun 180 below horizon)
approximately 1 hour after sunset to 1 hour before sunrise.

3. That the moon phase is not a factor either as effects weather or
the use of the available "clear" nights - i. e., some loss of electro -
optical operating time and/or useable sky area must be considere(
If a "dark" clear sky is needed. On the other hand experiments
involving the moon or bright sky work can be scheduled to make
the most of available "clear" weather.

4. That there is assumed good correlation between hourly readings,
I. e., weather doesn't change too quickly on the average.

A. That the data Is basically pessimistic if we plan to use only that
sky area 300 or more above horizon, i. e., the 0-300 horizon
rift can be cloudy or hazy without interference to "clear night"
qprsUN bit d h~SU' Is miads in thO data recorded.

A VII- 1
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DATA: The following data is extracted or processed from the referenced 1NpWW

Percent (Frequency) "Clear" Weather (0 - .3 Cloud Cover)

(1) (2) (3) (4)
24 hour Dark hour Approximate Equivalent

SYRACUSE average % average % darkness hours hours

January .16 .18 10.5 1.89

February .19 .21 9.5 2.00

March .24 .29 8.25 2.40

April .28 .32 6.5 2.14

May .33 .43 5.25 2.26

June .37 .48 4.67 2.24

July .40 .52 4.67 2.44

August .39 .48 6 2.88

September .40 .49 7.5 3.68

October .36 .41 9.0 3.69

November .19 .23 10.25 2.36

December .14 .17 11.25 1.91

12 L12129-82
7.77hours 2.5 hourt,

ALBANY

January .27 .29 10.5 3.04

February .29 .34 9.5 3.23

March .27 .30 8.25 2.48

April .27 .32 6.5 2.08

May .29 .r3 5.25 2.00

June .29 .48 4.67 2.23

July .34 .47 4.67 2.19

August .36 .44 6 2.62

September .38 .46 7.5 3.44

October .38 .44 9.0 3.95

November .26 .31 10.25 3.18

Deember .,, .29 11.25 3.26

7.77hours 2.80hours
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DISCUSSION:

1. Column (1) gives the 24 hour monthly average percent Frequency of clear
weather (0 to .3 cloud cover) direct for weather bureau data.

Column (2) gives the dark hour average percent Frequency of clear weather
(0 to .3 cloud cover) which is obtained by averaging the hourly observations
for only the "dark hours" as defined in the analysis. Note the "improved"
or higher percentages for dark hour "clear" weather vs the 24 hour averages.

Column (3) gives approximate length of "dark hour" period (it is selected
for the shortest period occurring in the given month, not the average for
the month; thus, the relatively low yearly average (7.7 hours).

Column (4) gives the equivalent usable hours for observation work per
month that is the product of the "dark period" (3) and the percent Frequency
of clear night weather (2).

2. Figures AVII-1 and AVII-2 are plots of the equivalent usable hours of clear
weather by month; Column (4).

3. A practical check based on the e.xerience at the G. E. Photoelectric Obser-
vation near Schenectady shows approximately 50% of nights from August 5
through September 15 to have been good nights. This checks well with the
data as analyzed.

AVII-3
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GLOSSARY OF SYMBOLS, TERMS, INCLUDING CONVERSION FACTORS

SYMB3OLS AND COMMON UNITS
TFRMS DEFINITION USED

Astrophysical
Terms See also Section I

In) The brightness or intensity ot an object - magnitude (stellar),
Intensity or subscript designating order 0-1 etc -- n etc.
Luminous Flux candle power

I(X)
Spectral Intensity Spectral Intensity at a given length (X)

m The ratio of Intensity sources in terms oi dimensionless
Intensity Ratio in the exponent of 5,<100 (stellar magnitude
terms of magni- change) or Ix/Iy = 100. 4m

tude 'stellar)

The stellar magnitude difference of visual dimensionless
Visual Intensity sources
Ratio (magnitude
differences)

(n)m The value of the object of nth magnitude with magnitude (stellar)
Apparent Magni- refere'nce of 0 magnitude (stellar) Om .- 106

tude (star, body, photons/cm 2/sec; 15mv=l photon/cmT./sec,
etc. ) etc.

(n)mpg The specific value of brightness of an nth magnitude istellar)
photographic mag- magnitude source in terms of astronomical sometimes speci-
nitude (apparent) film tyqp 103a-O/Lectruzn response - peak fic value expres-

at 3500A sed in No. of 10th
magnitude stars
pe.r de 2

(n)mpv The specific value of brightness of an nth magnitude (stellar)
photovisual mag- magnitude source in terms of the eye re-
nitude (apparent) sponre - peaks at 5600A normal or at

5200A for dark adapted

(n)mboI The specific value of brightness in terms magnitude (stellar)
Iolometric mag- of the ')olometric response cur-e (black
nitude (apparent) body)

G-1



SYMBOLS AND COMMON L;NII$
TERMS DEFINITION USED

M Magnitude of a given star if placed at the magntude (stellar)
Absolute standard distance of 10 parsecs = 32.62
Magnitude light years

AU Moans Earth-Sun distance: V1,000,000 miles Astronomical
Mean Astronomi- v '.4960 x 101 3cm - 499.01 light secs. Unit
cal Unit

ly Distance equivalent to the propagation velo- light years
light year city of light integrated for a mean solar

year - 9.4605 X 101 7cm = 6.324 X 104 AU
1/3. 262 parsecs

pc Distance from earth at which the earth's parsec = 3. 262 ly
parsec diameter subtends an arc of one second,
(paralla,% distance) Thus, the distance of a star having a paral-

lax of one second.

LO Solar Radia- Radiation of the Sun 3.86 x 1033 ergs/sec LO or ergs/sec
tion

Star Mbol - 0 2. 72 x 1028 watts Mbol (bolometric
Star Radiation Stellar Magnitu, ý',

or watts

Celestial Equator Extension (intersection) of a plane through
the earth's equator on the heavens (celestial
sphere)

Celestial Sphere The imaginary sphere of the heavens about
the earth with the celestial equator opposite
earth's equator and celestial poles at exten-
sion of ea'-r's north and south geographic
poles

Celestial Meri- Imaginary line running from pole to, pole
dian (hour circle) through location of an object on the celes-

tial sphere (similar to meridian of !ongi-
tude on earth)

d, 6 The angle of an object abcve (+) or otplow degrees & mmnns.
declination (-) the celestial equator measured along

the object's hour circle (celestial wrert-
dian of object) similar to latitude on
earth

a, RA, a The angle of an object's position, (foot hr.. min, sec.
Right Ascension of hour circle) (celestial meridian of of time at earth's

object) with respect to the first point rotation rate
of Aries (Verdal Equinox) in time from
0 to 24 hours. in the eastwards direction
along the celestial equatur



SYMB3OLS AND Ci JMON UNITS
TERMS DEFINITION USED

Ecliptic 'T'he path of the sun projected on the Celes-
tial Sphere

12alactic Equr tor Extension (inlersection) of the plane of our
Galaxy (the Milky Way) on the heavens

1 The angle of an object's galactic meridian hour angle or
Galactic longkA- -asured along the galactic equator from degrees
tude the galactic center. The S-N crossing of 1 hr. - 150

the Galactic Eauator by the Celestial Equa-
tor

b
Gal ictic altitude The angle of an object above (4-) or below (-)

the Galactic Equator (the plane of the Milkly
Way) along its Galactic Meridian Galactic
Pole 191.30 RA27.07 6 Galactic Center
:327. 90o - 1. 301 cr 2650 RA and -290 6

A The distance between two Aimilar and suc- Angstroms,
%avelength cessive points on an alternating wave. microns

(m) 30 0,000/f(kc) cm, meters
6 0

A U it of wavelength 1000OA I micron (p) Angstrom
Angstrom IAX 10-8 cm

Sec., min. Units of time seconds, minutes
Second, Minute of time

Sec., Sec- Units of angle or are or angle area minutes
second(s( 2 ) of arc

minute(s) (2)

c/i The difference in stellar magnitudes be-
Color Index tween photographic and photovisual magni-

tude
c/i = (mpg - ipv)

Photometric Terms, Etc. See also Section I

I Candle power of a point source of light candle (cd) or
Intensity lumens/ steradian

F Rate of flow of radiant energy lumen (lm)
Luminous Flux

B Luminous Intensity of a surface candles/cm 2 (stilbs)
Brightness candles/in2

Luminance candles/ft 2

lamberts and toot
lamberts



SYMBOLS AND COM.MON UNIT!
TERMS DEMFINIrIoN USED

E Lumiuous flux density at a murface lumens/ft2 (foot
Illurr inance candles)

lumens/cm2 1 q?,0.lume,,s/m2- (h&x)

see p 1-1,N

A Area of a surface in. 2 , ft. 2, cr 2 .
Area m2

r Separation distance, radius in.. ft., miles,
distance radius em, ,n, km

0 An angle or angle between normal and d , mns,
Angle source of illumination. etc. 26es.
angle of normal
from source

Q Integation of luminous flux (F) per time. lumerg: Talbot
Quantity ot Light Q dF dt lumen - sec
Luminous Energy lumen - hours

L Emission ot light from a source; present lambert l 1,i e.
Luminance or usage combines Luminance with Bright- dles/cm?
Luminance ness. Leiviny, L for Luminance Emit- ft lambert
Emittance tance L - F/A -B

R, p Reflectivity of a surface ratio of Bright- dimensionlies
Reflectance ness and Umlumiance

B/E z R

!f or f/no Lens speed or ratio of Diameter to Focal
lens, speed stop Length

D, d Low (perture) dkmWer inches cm
Diameter dbmeter eW.
Lens, etc.
Aperture size

FL The location distance of primary image inches, cm
Focal Length of a lons w.11 object at inflmty

For table of emmv4slm of photamttic limits bee Sectiom I



A. COORDINATE SYSTEMS

Positions ot objects with respect to an observer on earth can be expressed in-
,.,nv coordinate systems. The selection is dependent on the parameters of the task
M hand. For instance: for terrestrial positions, Latitude and Longitude are used to,•-
C-otine locations with azimuth and elevation used to describe look angles from obser-' +
ver's position. F, ' celestial objects, Right Ascension and Declination are used to
defl-e ce'lest~al position. (In astronomy galactic coordinates are also t,,vd.)

since sateilite surveillance systftms are concerned with celestial motions and
background, it may be convenient to orient the equipment so as to follow celestial
motion rather than use the more conventional azimuth-elevation axis. Though Bight
Ascension and Declination position, and equatorial mounts are quite familiar to astro-
nomers, a few descriptive diagrams may be appreciated by engineers -ccustomed
to azimuth -elevation axis equipment.

1. COORDINATES ON THE EARTH: - LATITUDE AND LONGITUDE

By International agreement the meridian passing through Greenj,,ich, England
is the prime meridian (00), the reference from which the Longitude or terrestrial
angle to the meridian of the observer's location is measured, either east or west to
1800 (to the international date line). Latitude is the angle above (N) or below (S) the
equator marking the observer's location.

Thu dabed
vertical lohit repre-ents the ritatitmal axis of the

eatrh rhe hem curved line on the ight side h
the prinic ineridian patsang through (reen*-ch

Obsemator%. The heavy line on the left is the
rmeidian ot' V•,•'ahagt, D).C. The horizontal

•curve.d lie i the equator of the mib. The anlle
I io ds longitu•e of W,,hir4U*. ad the onil* bN i / • im ekhaW.

Figure Jr.I Coordinates on the Earth

2. COORDINATES FOR CELESTIAL OBJECTS

When an observer looks to the night sky, the stars appear to be located on the
inner surface of 9 vea hiow sphere of Wfakte radius abOut the obdierver, Thus the
mtiraJ phurase - .uldoa$W fwrv.



To e:3tablish references for this celestial sphere, the terrestrial north ar
poles tearth spin axis) are assumk-1 extended to pierce this sphere establishin
celestial north pole (CNP) and cele•ttial south pGle (CSP), respectively. Likel
the earth's equator projected to the celestial sphere becomes the celestial eqi
Thus the celestial equator is the intersection of the plane of the earth's equato
the celestial sphera. See figure G-2.

Z '• CNP ani
represent the celestial north pole and the co

0 south pole. The celestial equator ias the .o

tion of the plane of the earth'iL equator v

N celettial sphere.

Figure G-2. The Celestial Sphere

Now then, if one standq onl the earth at the north pole, the celestial north
is directly overhead (Zenith); if one stands at the earth's equator, the CNP is
the north horizon (since the earth's radius is small when referenced to celest!
distances); if one stands in between, the CNP is elevated above the horizon by
amount equal to the latitude of the obseiver.

Similar to the meridians of longitude on earth, "hour circles" are define(
the lino(s) on the celestial sphere made by a plane oriented to pass through th(
and CSP and the object or star position. To establish a reference for measur
the hour angle or Right Ascension (the angle of rotation about the CNP-CSP d

the star position from the reference hour circle), 1he hour circle of the vern'
nox (often referenced as the First Point of Aries [r) is used. The vernal equ
0() is the point where the plane of the ecliptic intersects the equator of the cel
sphere going from south to north (winter to summer - northern hemisphere);
21/22.

The plane of the ecliptic represents the plane of the earth's orbit about th
Since the earth's spin axis is tilted 23-1/20 to the ecliptic, the celestial spher
accordingly tilted to the ecliptic, crossing at the vernal and autumnal equinox.

This Is best illustrated in figure G-3.



.

central dot mpresent the sun. The location of the
-() earth in indicated in four positions Ir *t orbit. The

intesection of the orbital plane with the celestial
z 111ý 'sphere is the ecliptic. The intersections of the

ecliptic and the celestial equasor are f, the vernal
S•,equinox, and &-, the autumnal equinox. The

rotational axis of the earth is inclined 66J° to the
" Z-* orbital plane, or 2360 to the normal of that plano,

C[ L to- P . Imequendy the ecliptic nles an angle of 231'
with th celestial equator.

Figure G-3. Celestial Equator and Ecliptic

In summary, the measurement of Right Ascension is always measur&d t'tst,,'-ar.'
from the vernal equinox 0') and Is generally written in hrs., min., see. - 21 hr
3600 or 1 hr z 150 angle.

The nosition above (+) or below (-) the celestial equator, measured in ile,'-'ees
along the hour circle of the object, Is termed declination, (8). See figure G- 1.

A. The hour circle of the vernal equinox aer't. a the
beginning of the co. ordinate right "ace€ow.,, the

pme mendian on earth seves athe twevnrung
of die co-ordinate longitude. At the insersection
of this hour circle with the celestial equator is the
vernal equinox. The right ucension, 3, of the

W @ aWe Capella to meaured eastward along the
Scelestial equator, from the vernal equinox t, th-

intersection of the hour circle of Capelle *eith the
________celestial equator. The dechnecian, 6, of Capella as

SE measred from the celestill equItor long the

howe dmuls of dw Owe.
II

Figure G-4. Coordinates on the Celestial Sphere
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The rotation of the earth on its axis from west to east in a period of one sidereal
day (23 hrs 56 min 4.09 sec) makes all celestial bodies (sun, moon, planets, stars)
appear to turn around the earth from east to west in the same period. The solar day
(24 hr) includes the 4 min (-1/365-1/4) to -ccount fc.r the earth's revolution lost due
to its orbit about the sun.

The latitude of the observer sets the elevation of the CNP above obser•-er's
horizon and ll!:ewise J0o' from it, the distance from the observer's zenith to the
celestial equator. If the observer moves to another latitude the elevation of the CNP
will change accoraingly.

An equipmer* mount oriented to have its prime axis pointing to the CNP (tilted
to the latitude of is location) can be programmed to rotate at sidereal rate and thus
stop the east-west movement of celestial bodies. Its secondary axis is oriented for
measurement of declination (angle above or below the celestial equator). Such a
mount is thus commonly called a "polar mount" or "equatorial mount".

3. GALACTIC COORDINATE SYSTEM

Another coordinate system of interest primarily to astronomers is based upon
a great circle called the Galactic equator, considered to be in the plane of the Galaxy,
about 10 north of the center of the Milky Way. Galactic latitude (b) Is measured
north and south from the Galactic equator. Galactic longitude (I) is measured ea-
ward from an intersection of the Galactic equator and the celestial equator which
occurs at about 800 Sidereal Hour Angle or about 2800 (18 hours, 40 minutes) Right
Ascension. (SHA + RA = 3600).

G-8


